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Introduction
RAN2 sent an LS to RAN1 with regards to data collection requirements and assumptions in [1]. In this LS, RAN2 asked the following questions to RAN1.
	Part A: RAN2 Assumptions on data collection that require RAN1 confirmation
RAN2 would like to kindly request RAN1 to confirm whether they have any concerns about the following working assumptions made by RAN2:
Assumption 1:
RAN2 assumes that for the data collection in some scenarios (e.g., internal data up to implementation or the existing data are enough), possibly no RAN2 specification effort is needed in some scenarios, e.g. (not exhaustive):
· For model inference of the UE-sided model, input data for model inference is available inside the UE.
· For UE-side (real-time) monitoring of the UE-sided model, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.

Assumption 2:
For the latency requirement of data collection, RAN2 assumes:
· For all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection 
· For model inference, when required data comes from other entities, there is a latency requirement for data collection
· For (real-time) model monitoring, when required monitoring data (e.g., performance metric) comes from other entities, there is a latency requirement for data collection.

Assumption 3:
RAN2 assumes that the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting). Analysis and potential enhancement of the non-connected state can be revisited when needed.

Assumption 4:
For the data generation entity and termination entity deployed at different entities, RAN2 made the following assumptions:
· For CSI enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference, input data/assistance information can be generated by gNB and terminated at UE.
· For model monitoring at the NW side, performance metrics can be generated by UE and terminated at gNB.
· For positioning enhancement use case:
· For model training, training data can be generated by UE/gNB and terminated at LMF/OTT server.
· For NW-sided model inference, input data can be generated by UE/gNB and terminated at LMF and/or gNB.
· For UE-side model inference, input data/assistance information can be generated by LMF/gNB and terminated at the UE.
· For model monitoring at the NW side, performance metrics can be generated by UE/gNB and terminated at LMF.



	Part B: Aspects of data collection that require RAN1 feedback/inputs
To facilitate the discussion on data collection in RAN2 for further progress, RAN2 would like RAN1 to provide feedback/inputs on the following essential aspects:
· Data content
· Typical data size (value or value range) of the identified data content
· Reporting type (e.g., periodic, event triggered, other) of the identified data content
· Typical latency requirement (value or value range) to transfer the identified data content
RAN2 would require RAN1 feedback/inputs on the data collection requirements per LCM purpose (i.e., model training, inference and monitoring) for each (sub)use case, and the LCM sidedness should also be considered. Besides, RAN2 would also like to know to what extent the data would / should be specified (in detail).


In this contribution, we provide our views on the requirements and assumptions for data collection.
Part A: RAN2 Assumptions on data collection 
Views on assumption 1:
For model inference of an UE-sided model, the model input is based on measurements from reference signals. Indeed, the measurements are not necessary to be transferred outside the UE. For UE-side (real-time) monitoring of the UE-sided model, performance metrics are available inside the UE. The procedure belongs to UE-side monitoring as defined in AI/ML beam agenda. In addition, RAN1 has the following agreements regarding the performance monitoring/assessment. For both active and inactive model/functionality, the UE-side monitoring can rely on inference accuracy and other metrics, which doesn’t require any data from NW if the metrics are based on the measurements at the UE. 
However, there may be a problem that UE-side monitoring is only based on localized data samples to conduct the monitoring, which means the data for monitoring cannot provide sufficient coverage during the monitoring. It may lead to miss detection and frequent model switching. Network can have a whole picture of channels in field. Therefore, network can send data samples with sufficient coverage to help the UE to do the monitoring. As an example, for monitoring/assessment of a two-sided model, UE doesn’t know the output of CSI reconstruction model and thus UE cannot calculate the performance metrics. In this case, the output of CSI reconstruction model may need to be transferred to UE for monitoring the two-sided model. 
	Agreement:
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
0. Monitoring based on inference accuracy, including metrics related to intermediate KPIs
0. Monitoring based on system performance, including metrics related to system performance KPIs
0. Other monitoring solutions, at least following 2 options.
2. [bookmark: OLE_LINK5]Monitoring based on data distribution
0. Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or SNR, delay spread, etc.
0. Output-based: e.g., drift detection of output data
2. Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE

Agreement:
For the purpose of activation/selection/switching of UE-side models/UE-part of two-sided models /functionalities (if applicable), study necessity, feasibility and potential specification impact for methods to assess/monitor the applicability and expected performance of an inactive model/functionality, including the following examples:
· Assessment/Monitoring based on the additional conditions associated with the model/functionality
· Assessment/Monitoring based on input/output data distribution
· Assessment/Monitoring using the inactive model/functionality for monitoring purpose and measuring the inference accuracy
· Assessment/Monitoring based on past knowledge of the performance of the same model/functionality (e.g., based on other UEs)
FFS: Requirements for the assessment/monitoring to be reliable (e.g., sufficient data coverage during evaluation)
FFS: Additional aspects specific to the case where the inactive model has never been activated before, if any.


Observation 1: For both active and inactive model/functionality, the UE-side monitoring can rely on inference accuracy and other metrics, which doesn’t require any data from NW if the performance metrics are calculated based on the measurements at UE.
Observation 2: UE-side monitoring may only be based on localized data samples to conduct the monitoring, which means the data samples for monitoring cannot provide sufficient coverage during the monitoring. It may lead to miss detection and frequent model switching. 
Observation 3: For UE-side (real-time) monitoring of the UE-sided/part model, network can send data samples with sufficient coverage to help UE to do the monitoring.

Views on assumption#2:
For offline model training at the network side, network has to collect data from UE. However, the offline model training is not only based on data from a single UE. Network can collect massive data from multiple UEs in the field. Therefore, it’s not necessary to have tight latency requirement on the data collection for offline model training. RAN2 has discussed the potential solutions for data collection, e.g., SON/MDT, L3 measurement. To our understanding, for offline model training at network side, the data collection can reuse current signaling frameworks and corresponding latency requirements. No additional latency requirement needs to be defined specifically for the data collection of offline model training.
For offline model training at the UE side, it’s up to UE implementation on the data collection. No specification impacts and latency requirements are foreseen.
Observation 4: For offline model training at the network side, network can collect massive data from multiple UEs in the field. It’s not necessary to have tight latency requirement on the data collection for offline model training. The data collection can reuse current signaling frameworks (e.g., SON/MDT, L3 measurement) and corresponding latency requirements. 
Observation 5: For offline model training at the UE side, it’s up to UE implementation on the data collection. No specification impacts and latency requirements are foreseen.
For model inference, when required data comes from other entities, there is a latency requirement for data collection. For example, for network-side model of AI/ML beam management, the model input of the network-side model requires UE’s report on RSRPs. Therefore, the latency requirement for the data collection is similar to legacy beam report. As for model monitoring of network-side model, UE should provide both the model input and ground-truth label to network side for model monitoring. In addition, the model monitoring may rely on data collection from multiple time occasions so as to get reliable monitoring metrics. For two-sided model, UE is not aware of the output of CSI reconstruction model. For the purpose of performance monitoring, UE needs to report the ground-truth label so that network can calculate the performance metric based on the ground-truth label and the output of CSI reconstruction model. Thus, the latency requirements should be defined for the data collection of model inference and monitoring.
Observation 6: For the model inference and performance monitoring of network-side model, when required data comes from UE, there is a latency requirement for data collection. 
Observation 7: For performance monitoring of two-sided model, when required data comes from UE, there is a latency requirement for data collection. 

Views on assumption#3:
RAN1 hasn’t discussed the impact of RRC state for data collection. To our understanding, there are already some existing mechanisms to support measurements outside RRC connected state, e.g., logged MDT and positioning measurement in RRC inactive state. It’s just a low-hanging fruit to support data collection outside RRC connected state. It can be discussed in WI phase whether only data collection in RRC connected state is scoped or not. There is no necessity to prioritize data collection in RRC connected state in SI phase.
Observation 8: There are already some existing mechanisms to support measurements outside RRC connected state, e.g., logged MDT and positioning measurement in RRC inactive state. It’s just a low-hanging fruit to support data collection outside RRC connected state. 

Views on assumption#4:
For assumption 4, RAN2 generally has the same understanding as RAN1 for data collection of different use cases, except the following:
· There is no clear definition in RAN1 about the assistance information. The data collection should focus on the measurement for the model input and measurement for ground-truth label. Whether/how to define details about the assistance information can be discussed in WI phase.
· It’s better not to include performance metrics as a part of data collection, which should be discussed as a procedure for performance monitoring. The data collection for performance monitoring should focus on measurement for the model input and measurement for ground-truth label.
Observation 9: There is no clear definition in RAN1 about the assistance information. The data collection should focus on the measurement for the model input and measurement for ground-truth label. Whether/how to define details about the assistance information can be discussed in WI phase.
Observation 10: Performance metric is not a part of data collection, which should be discussed as a procedure for performance monitoring.

With above discussion, we have the following proposal:
Proposal 1: RAN1 respectfully thanks RAN2 to provide the assumptions on the data collection. According to RAN1 discussion, the following modifications are made:
	Assumption 1:
RAN2 assumes that for the data collection in some scenarios (e.g., internal data up to implementation or the existing data are enough), possibly no RAN2 specification effort is needed in some scenarios, e.g. (not exhaustive):
· For model inference of the UE-sided model, input data for model inference is available inside the UE.
· For UE-side (real-time) monitoring of the UE-sided model, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW if the performance metrics are calculated based on the measurements at UE side.
· For UE-side (real-time) monitoring of the UE-sided/part model, network may send data with sufficient coverage to assist the UE to do the performance monitoring.

Assumption 2:
For the latency requirement of data collection, RAN2 assumes:
· For all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection or the latency requirement can reuse the current requirements (e.g., SON/MDT, L3 measurement)
· For model inference of network-side model, when required data comes from other entities, there is a latency requirement for data collection
· For (real-time) model monitoring of network-side model or two-sided model, when required monitoring data (e.g., performance metric) comes from other entities, there is a latency requirement for data collection.

Assumption 3:
RAN2 assumes that the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting). Analysis and potential enhancement of the non-connected state can be revisited when needed in WI phase.

Assumption 4:
For the data generation entity and termination entity deployed at different entities, RAN2 made the following assumptions:
· For CSI enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference, input data/assistance information can be generated by gNB and terminated at UE.
· For model monitoring at the NW side, performance metrics can be generated by UE and terminated at gNB.
· For (real-time) model monitoring of network-side model, input data and ground-truth label can be generated by UE and terminated at gNB
· For (real-time) model monitoring of two-side model, ground-truth label can be generated by UE and terminated at gNB
· For positioning enhancement use case:
· For model training, training data can be generated by UE/gNB/PRU and terminated at LMF/OTT server.
· For NW-sided model inference, input data can be generated by UE/gNB and terminated at LMF and/or gNB.
· For UE-side model inference, input data/assistance information can be generated by LMF/gNB and terminated at the UE.
· For model monitoring at the NW side, performance metrics can be generated by UE/gNB and terminated at LMF.



Part B: Aspects of data collection 
According to previous discussions in RAN1, the following tables summarize the general requirements on data collection. As requested by RAN2, the requirements for offline model training, model monitoring, and model inference are discussed separately. In addition, these tables include the following information:
· Data content
· Typical data size (value or value range) of the identified data content
· Reporting type (e.g., periodic, event triggered, other) of the identified data content
· Typical latency requirement (value or value range) to transfer the identified data content
· Model sideness
· Data transfer direction
Proposal 2: RAN1 respectfully thanks RAN2 to provide the list of requirements on the data collection. According to RAN1 discussion, the following requirements for data collection are identified:
Table 1 Data collection requirements for offline model training
	
	Typical data size
	Size of one data sample
	Reporting type
	Typical latency requirement
	Model sideness
	Data transfer direction

	CSI compression
	Eigenvector
	6000 bits (float 8) per layer/per data sample
	L3 measurement (periodic/event triggered)
	Non-real time
	Two-sided model 
	UE->gNB

	CSI compression
	(Enhanced) eType II codebook
	336 (eType II PC8) ~ 1025 bits per layer/per data sample
	L3 measurement (periodic/event triggered)
	Non-real time
	Two-sided model 
	UE->gNB

	Beam prediction in spatial domain (DL Tx beam prediction)
	RSRP (set A/set B)
	131 (32 DL Tx beams) ~ 515 bits (128 DL Tx beams) per data sample
Note: assume all RSRPs are reported
	L3 measurement (periodic/event triggered)
	Non-real time
	Network-side model
	UE->gNB

	Beam prediction in temporal domain (DL Tx beam prediction)
	RSRP (set A/set B)
	524(32 DL Tx beams) ~ 2060 bits (128 DL Tx beams)
Note: assume all RSRPs in 4 time instances are reported
	L3 measurement (periodic/event triggered)
	Non-real time
	Network-side
model
	UE->gNB

	Direct AI/ML positioning
	PDP
	152 bits (8 paths) ~ 608 bits (32 paths) per TRP/per data sample
Note: 4 bits for RSRPP and 13 bits path timing per path
	Measurement report via LPP or NRPPa
	Non-real time
	LMF-side model
	UE/PRU->LMF (Case 2b)
gNB->LMF (Case 3b)

	Direct AI/ML positioning
	CIR
	184 bits (8 paths) ~ 736 bits (32 paths) per TRP/per data sample
Note: 4 bits for RSRPP, 13 bits path timing and 4 bits path phase per path
	Measurement report via LPP or NRPPa
	Non-real time
	LMF-side model
	UE/PRU->LMF (Case 2b)
gNB->LMF (Case 3b)



Table 2 Data collection requirements for model monitoring
	
	Typical data size
	Size of one data sample
	Reporting type
	Typical latency requirement
	Model sideness
	Data transfer direction

	CSI compression
	Eigenvector
	6000 bits (float 8) per layer/per data sample
	L3 measurement (periodic/event triggered) or L1 measurement
	120 ms~30 min for L3 measurement;
2ms ~160ms for L1 measurement
	Two-sided model 
	UE->gNB

	CSI compression
	(Enhanced) eType II codebook
	336 (eType II PC8) ~ 1025 bits per layer/per data sample
	L3 measurement (periodic/event triggered) or L1 measurement
	120 ms~30 min for L3 measurement;
2ms ~160ms for L1 measurement
	Two-sided model 
	UE->gNB

	Beam prediction in spatial domain (DL Tx beam prediction)
	RSRP (set A/set B)
	131 (32 DL Tx beams) ~ 515 bits (128 DL Tx beams) per data sample
Note: assume all RSRPs are reported
	L3 measurement (periodic/event triggered) or L1 measurement
	120 ms~30 min for L3 measurement;
2ms ~160ms for L1 measurement
	Network-side model
	UE->gNB

	Beam prediction in temporal domain (DL Tx beam prediction)
	RSRP (set A/set B)
	524(32 DL Tx beams) ~ 2060 bits (128 DL Tx beams)
Note: assume all RSRPs in 4 time instances are reported

	L3 measurement (periodic/event triggered) or L1 measurement
	120 ms~30 min for L3 measurement;
2ms ~160ms for L1 measurement
	Network-side
model
	UE->gNB

	Direct AI/ML positioning
	PDP
	152 bits (8 paths) ~ 608 bits (32 paths) per TRP/per data sample
Note: 4 bits for RSRPP and 13 bits path timing per path
	Measurement report via LPP or NRPPa
	1s-64s
	LMF-side model
	UE/PRU->LMF (Case 2b)
gNB->LMF (Case 3b)

	Direct AI/ML positioning
	CIR
	184 bits (8 paths) ~ 608 bits (32 paths) per TRP/per data sample
Note: 4 bits for RSRPP, 13 bits path timing and 4 bits path phase per path
	Measurement report via LPP or NRPPa
	1s-64s
	LMF-side model
	UE/PRU->LMF (Case 2b)
gNB->LMF (Case 3b)


Table 3 Data collection requirements for model inference
	
	Typical data size
	Size of one data sample
	Reporting type
	Typical latency requirement
	Model sideness
	Data transfer direction

	Beam prediction in spatial domain (DL Tx beam prediction)
	RSRP (set A/set B)
	19 (4 DL Tx beams) ~ 131 bits (32 DL Tx beams) per data sample
Note: assume all RSRPs are reported
	L1 measurement
	2ms ~160ms
	Network-side model
	UE->gNB

	Beam prediction in temporal domain (DL Tx beam prediction)
	RSRP (set A/set B)
	76 (4 DL Tx beams) ~ (32 DL Tx beams) 
Note: assume all RSRPs in 4 time instances are reported
	L1 measurement
	2ms ~160ms 
	Network-side
model
	UE->gNB

	Direct AI/ML positioning
	PDP
	152 (8 paths) ~ 608 bits (32 paths) per TRP/per data sample
Note: 4 bits for RSRPP and 13 bits path timing per path
	Measurement report via LPP or NRPPa
	1s-64s
	LMF-side model
	UE/PRU->LMF (Case 2b)
gNB->LMF (Case 3b)

	Direct AI/ML positioning
	CIR
	184(8 paths) ~ 736 bits (32 paths) per TRP/per data sample
Note: 4 bits for RSRPP, 13 bits path timing and 4 bits path phase per path
	Measurement report via LPP or NRPPa
	1s-64s
	LMF-side model
	UE/PRU->LMF (Case 2b)
gNB->LMF (Case 3b)



Conclusion
In this contribution, we provide our views on the requirements and assumptions required for data collection. We have the following observations and proposals:
Observation 1: For both active and inactive model/functionality, the UE-side monitoring can rely on inference accuracy and other metrics, which doesn’t require any data from NW if the performance metrics are calculated based on the measurements at UE.
Observation 2: UE-side monitoring may only be based on localized data samples to conduct the monitoring, which means the data samples for monitoring cannot provide sufficient coverage during the monitoring. It may lead to miss detection and frequent model switching. 
Observation 3: For UE-side (real-time) monitoring of the UE-sided/part model, network can send data samples with sufficient coverage to help UE to do the monitoring
Observation 4: For offline model training at the network side, network can collect massive data from multiple UEs in the field. It’s not necessary to have tight latency requirement on the data collection for offline model training. The data collection can reuse current signaling frameworks (e.g., SON/MDT, L3 measurement) and corresponding latency requirements. 
Observation 5: For offline model training at the UE side, it’s up to UE implementation on the data collection. No specification impacts and latency requirements are foreseen.
Observation 6: For the model inference and performance monitoring of network-side model, when required data comes from UE, there is a latency requirement for data collection. 
Observation 7: For performance monitoring of two-sided model, when required data comes from UE, there is a latency requirement for data collection. 
Observation 8: There are already some existing mechanisms to support measurements outside RRC connected state, e.g., logged MDT and positioning measurement in RRC inactive state. It’s just a low-hanging fruit to support data collection outside RRC connected state. 
Observation 9: There is no clear definition in RAN1 about the assistance information. The data collection should focus on the measurement for the model input and measurement for ground-truth label. Whether/how to define details about the assistance information can be discussed in WI phase.
Observation 10: Performance metric is not a part of data collection, which should be discussed as a procedure for performance monitoring.

Proposal 1: RAN1 respectfully thanks RAN2 to provide the assumptions on the data collection. According to RAN1 discussion, the following modifications are made:
	Assumption 1:
RAN2 assumes that for the data collection in some scenarios (e.g., internal data up to implementation or the existing data are enough), possibly no RAN2 specification effort is needed in some scenarios, e.g. (not exhaustive):
· For model inference of the UE-sided model, input data for model inference is available inside the UE.
· For UE-side (real-time) monitoring of the UE-sided model, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW if the performance metrics are calculated based on the measurements at UE side.
· For UE-side (real-time) monitoring of the UE-sided/part model, network may send data with sufficient coverage to assist the UE to do the performance monitoring.

Assumption 2:
For the latency requirement of data collection, RAN2 assumes:
· For all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection or the latency requirement can reuse the current requirements (e.g., SON/MDT, L3 measurement)
· For model inference of network-side model, when required data comes from other entities, there is a latency requirement for data collection
· For (real-time) model monitoring of network-side model or two-sided model, when required monitoring data (e.g., performance metric) comes from other entities, there is a latency requirement for data collection.

Assumption 3:
RAN2 assumes that the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting). Analysis and potential enhancement of the non-connected state can be revisited when needed in WI phase.

Assumption 4:
For the data generation entity and termination entity deployed at different entities, RAN2 made the following assumptions:
· For CSI enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference, input data/assistance information can be generated by gNB and terminated at UE.
· For model monitoring at the NW side, performance metrics can be generated by UE and terminated at gNB.
· For (real-time) model monitoring of network-side model, input data and ground-truth label can be generated by UE and terminated at gNB
· For (real-time) model monitoring of two-side model, ground-truth label can be generated by UE and terminated at gNB
· For positioning enhancement use case:
· For model training, training data can be generated by UE/gNB/PRU and terminated at LMF/OTT server.
· For NW-sided model inference, input data can be generated by UE/gNB and terminated at LMF and/or gNB.
· For UE-side model inference, input data/assistance information can be generated by LMF/gNB and terminated at the UE.
· For model monitoring at the NW side, performance metrics can be generated by UE/gNB and terminated at LMF.



Proposal 2: RAN1 respectfully thanks RAN2 to provide the list of requirements on the data collection. According to RAN1 discussion, the following requirements for data collection are identified:
Table 1 Data collection requirements for offline model training
	
	Typical data size
	Size of one data sample
	Reporting type
	Typical latency requirement
	Model sideness
	Data transfer direction

	CSI compression
	Eigenvector
	6000 bits (float 8) per layer/per data sample
	L3 measurement (periodic/event triggered)
	Non-real time
	Two-sided model 
	UE->gNB

	CSI compression
	(Enhanced) eType II codebook
	336 (eType II PC8) ~ 1025 bits per layer/per data sample
	L3 measurement (periodic/event triggered)
	Non-real time
	Two-sided model 
	UE->gNB

	Beam prediction in spatial domain (DL Tx beam prediction)
	RSRP (set A/set B)
	131 (32 DL Tx beams) ~ 515 bits (128 DL Tx beams) per data sample
Note: assume all RSRPs are reported
	L3 measurement (periodic/event triggered)
	Non-real time
	Network-side model
	UE->gNB

	Beam prediction in temporal domain (DL Tx beam prediction)
	RSRP (set A/set B)
	524(32 DL Tx beams) ~ 2060 bits (128 DL Tx beams)
Note: assume all RSRPs in 4 time instances are reported
	L3 measurement (periodic/event triggered)
	Non-real time
	Network-side
model
	UE->gNB

	Direct AI/ML positioning
	PDP
	152 bits (8 paths) ~ 608 bits (32 paths) per TRP/per data sample
Note: 4 bits for RSRPP and 13 bits path timing per path
	Measurement report via LPP or NRPPa
	Non-real time
	LMF-side model
	UE/PRU->LMF (Case 2b)
gNB->LMF (Case 3b)

	Direct AI/ML positioning
	CIR
	184 bits (8 paths) ~ 736 bits (32 paths) per TRP/per data sample
Note: 4 bits for RSRPP, 13 bits path timing and 4 bits path phase per path
	Measurement report via LPP or NRPPa
	Non-real time
	LMF-side model
	UE/PRU->LMF (Case 2b)
gNB->LMF (Case 3b)



Table 2 Data collection requirements for model monitoring
	
	Typical data size
	Size of one data sample
	Reporting type
	Typical latency requirement
	Model sideness
	Data transfer direction

	CSI compression
	Eigenvector
	6000 bits (float 8) per layer/per data sample
	L3 measurement (periodic/event triggered) or L1 measurement
	120 ms~30 min for L3 measurement;
2ms ~160ms for L1 measurement
	Two-sided model 
	UE->gNB

	CSI compression
	(Enhanced) eType II codebook
	336 (eType II PC8) ~ 1025 bits per layer/per data sample
	L3 measurement (periodic/event triggered) or L1 measurement
	120 ms~30 min for L3 measurement;
2ms ~160ms for L1 measurement
	Two-sided model 
	UE->gNB

	Beam prediction in spatial domain (DL Tx beam prediction)
	RSRP (set A/set B)
	131 (32 DL Tx beams) ~ 515 bits (128 DL Tx beams) per data sample
Note: assume all RSRPs are reported
	L3 measurement (periodic/event triggered) or L1 measurement
	120 ms~30 min for L3 measurement;
2ms ~160ms for L1 measurement
	Network-side model
	UE->gNB

	Beam prediction in temporal domain (DL Tx beam prediction)
	RSRP (set A/set B)
	524(32 DL Tx beams)~ 2060 bits (128 DL Tx beams)
Note: assume all RSRPs in 4 time instances are reported

	L3 measurement (periodic/event triggered) or L1 measurement
	120 ms~30 min for L3 measurement;
2ms ~160ms for L1 measurement
	Network-side
model
	UE->gNB

	Direct AI/ML positioning
	PDP
	152 bits (8 paths) ~ 608 bits (32 paths) per TRP/per data sample
Note: 4 bits for RSRPP and 13 bits path timing per path
	Measurement report via LPP or NRPPa
	1s-64s
	LMF-side model
	UE/PRU->LMF (Case 2b)
gNB->LMF (Case 3b)

	Direct AI/ML positioning
	CIR
	184 bits (8 paths) ~ 608 bits (32 paths) per TRP/per data sample
Note: 4 bits for RSRPP, 13 bits path timing and 4 bits path phase per path
	Measurement report via LPP or NRPPa
	1s-64s
	LMF-side model
	UE/PRU->LMF (Case 2b)
gNB->LMF (Case 3b)


Table 3 Data collection requirements for model inference
	
	Typical data size
	Size of one data sample
	Reporting type
	Typical latency requirement
	Model sideness
	Data transfer direction

	Beam prediction in spatial domain (DL Tx beam prediction)
	RSRP (set A/set B)
	19 (4 DL Tx beams) ~ 131 bits (32 DL Tx beams) per data sample
Note: assume all RSRPs are reported
	L1 measurement
	2ms ~160ms
	Network-side model
	UE->gNB

	Beam prediction in temporal domain (DL Tx beam prediction)
	RSRP (set A/set B)
	76 (4 DL Tx beams) ~ (32 DL Tx beams) 
[bookmark: _GoBack]Note: assume all RSRPs in 4 time instances are reported
	L1 measurement
	2ms ~160ms 
	Network-side
model
	UE->gNB

	Direct AI/ML positioning
	PDP
	152 (8 paths) ~ 608 bits (32 paths) per TRP/per data sample
Note: 4 bits for RSRPP and 13 bits path timing per path
	Measurement report via LPP or NRPPa
	1s-64s
	LMF-side model
	UE/PRU->LMF (Case 2b)
gNB->LMF (Case 3b)

	Direct AI/ML positioning
	CIR
	184(8 paths) ~ 736 bits (32 paths) per TRP/per data sample
Note: 4 bits for RSRPP, 13 bits path timing and 4 bits path phase per path
	Measurement report via LPP or NRPPa
	1s-64s
	LMF-side model
	UE/PRU->LMF (Case 2b)
gNB->LMF (Case 3b)
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