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1	Overall description
RAN1 thanks RAN2 for the LS on data collection requirements and assumptions.
There are two parts within the LS. 
For part A Assumption 1 ~ Assumption 3, RAN1 shares the understanding from RAN2 at this stage and would like to ask RAN2 to continue the work based on these assumptions. If there is further understanding from RAN1, more information would be provided by RAN1.
For part A Assumption 4, RAN1 would like to clarify the following and would like to ask RAN2 to continue the work based on the following assumptions. If there is further understanding from RAN1, more information would be provided by RAN1.
· For CSI enhancement and beam management use cases:
· For NW-sided model inference, not only input data can be generated by UE, but also assistance information can be generated by UE and terminated at gNB.
· For NW-sided model monitoring, not only performance metrics can be generated by UE, but also data needed for performance metric calculation can be generated by UE and terminated at gNB.
· For positioning enhancement use case:
· For model monitoring at network side, not only performance metrics can be generated by UE, but also data needed for performance metric calculation can be generated by UE/gNB and terminated at LMF.
For part B questions, typical data content/data size/reporting type/latency requirement has been identified for each sub-use case. 
	Beam management

	
	LCM sideness
	Data content
	Typical data size
	Reporting type
	Typical latency requirement

	Model training
	UE-sided/ gNB-sided

	Data content including at least one of the following elements:
· Set B
· L1-RSRP measurement based on Set B or a subset of Set B
· Label data can be one of the options
· L1-RSRP measurement based on Set A or a subset of Set A
· Partial L1-RSRP measurement based on Set A or a subset of Set A + beam indicator
· Top-k beam indicator
· Time related information, e.g. timestamps
· Assistance information includes one or more from
· Site/Scenarios/Dataset related information, e.g. Dataset ID
· gNB-side related assistance information
· UE-side related assistance information 
	[bookmark: OLE_LINK2][bookmark: OLE_LINK3]For label with all L1-RSRP,
Beam number in Set A * quantization bits * measurement occasions + assistance information =  32 * 4 * measurement occasions + assistance information, e.g. 128 bits to ~1.28Mbits with 10k measurement occasions

For label with top-k beam indicator,
(Beam number in Set B * quantization bits + top-k * beam indicator in Set A) * measurement occasions + assistance information =  (8 * 4 + k * 5)* measurement occasions + assistance information, e.g. 37 bits to ~370k bits with 10k measurement occasions

Note: typical configuration, 32 Tx beams in Set A, 8 Tx beams in Set B, top-k = 1, quantization bits = 4
	Event-trigger through air interface

	Non-real time


	Model inference
	UE-sided
	Data content including at least one of the following elements:
· Assistance information includes one or more from
· Site/Scenarios/Dataset related information, e.g. Dataset ID
· gNB-side related assistance information
	Data size of assistance information
	
Periodic or semi-persistent or aperiodic or event-trigger through air interface
	
Real time

	
	gNB-sided
	Data content including at least one of the following elements:
· Set B
· L1-RSRP measurement based on Set B or a subset of Set B
· Time related information, e.g. timestamps
· Assistance information includes one or more from
· Site/Scenarios/Dataset related information, e.g. Dataset ID
· UE-side related assistance information
	Beam number in Set B * quantization bits + assistance information =  8 * 4 + assistance information, e.g. 32 bits to ~100 bits

Note: typical configuration, 32 Tx beams in Set A, 8 Tx beams in Set B, top-k = 1, quantization bits = 4
	
	

	Model monitoring
	UE-sided
	Data content including at least one of the following elements:
· Assistance information includes one or more from
· Site/Scenarios/Dataset related information, e.g. Dataset ID
· gNB-side related assistance information
	Data size of assistance information 
	
Periodic or semi-persistent or aperiodic or event-trigger through air interface
	
Real time/ Non-real time 

	
	gNB-sided
	Data content including at least one of the following elements:
· One from the following two options
· Measurement results including
· Set B
· L1-RSRP measurement based on Set B or a subset of Set B
· Label data can be one of the options
· L1-RSRP measurement based on Set A or a subset of Set A
· Partial L1-RSRP measurement based on Set A or a subset of Set A + beam indicator
· Top-k beam indicator
· Performance metric results
· Time related information, e.g. timestamps
· Assistance information includes one or more from
· Site/Scenarios/Dataset related information, e.g. Dataset ID
· UE-side related assistance information
	For report with all L1-RSRP,
Beam number in Set A * quantization costs * measurement occasion + assistance information =  32 * 4 * measurement occasion + assistance information, e.g. 128 bits to ~1.28 Kbits with 10 measurement occasions

For report with top-k beam indicator,
(Beam number in Set B * quantization costs + top-k * beam indicator in Set A) * measurement occasions + assistance information =  (8 * 4 + k * 5)* measurement occasions + assistance information, e.g. 37 bits to ~370 bits with 10 measurement occasions

For report with performance metric,
Data size of performance metric(less than 10 bits) * measurement occasions + assistance information, e.g. 10 bits to ~100 bits with 10 measurement occasions

Note: typical configuration, 32 Tx beams in Set A, 8 Tx beams in Set B, top-k = 1, quantization bits = 4
	
	




	CSI compression

	
	LCM sideness
	Data content
	Typical data size
	Reporting type
	Typical latency requirement

	Model training
	UE-sided
	For UE side type1 training and UE-first type3 training:
· ground-truth CSI from NW in scaler quantization and/or codebook-based quantization (e.g., e-type II like).
· Assisted information for categorizing the data  for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc.
For NW first training in training collaboration type 3:
· CSI generation model training dataset (e.g., raw channel or the eigenvector as model input and latent space vector before or after quantization as model output) 
· Assisted information for categorizing the data  for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc.
For UE side proxy model training in monitoring:
· proxy model training dataset (e.g., the latent space vector after quantization as proxy model input and the target CSI to be recovered as proxy model output) 
· Assisted information for categorizing the data for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc.
	Large data size:  specific data size = # of sample * overhead. One example is as following: Considering the collection of CSI generation model training dataset, where one sample include a latent space vector (assumed to be a 100-bits PMI) and a precoding vector (assumed to be compressed via legacy codebook), the overhead in total is 100 + 800 bits. So, the overhead of sending 10K samples is around 9Mbits (10K*0.9kits)
	Event-triggered or in RAN-transparent way
	Non-real time

	
	gNB-sided
	For NW side type1 training and NW first type 3 training: 
· ground-truth CSI from UE in scaler quantization and/or codebook-based quantization (e.g., e-type II like).
· Assisted information for categorizing the data for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc.
For UE first training in training collaboration type 3:
· CSI reconstruction model training dataset (e.g., the latent space vector after quantization as model input and the target CSI to be recovered as model output)
· Assisted information for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc.
	 UE-sided training data collection can be used as an example
	Event-triggeror in RAN-transparent way
	Non-real time


	Model inference
	UE-sided
	· Assisted information for model management at UE side, e.g., selecting model based on applicable condition
	Small data size 
	
Periodic or semi-persistent or aperiodic or event-trigger through air interface
	Real time
 

	
	gNB-sided
	· CSI feedback information
· Assistance information for model management at NW side, e.g., selecting model based on applicable condition
	Small data size, several hundreds of bits 
	
Periodic or semi-persistent or aperiodic or event-trigger through air interface
	
 
Real time

	Model monitoring
	UE-sided
	· Model output (e.g., the reconstructed CSI by the actual CSI reconstruction model) from NW
· Assisted information for model management at UE side, e.g., selecting model based on applicable condition
	Medium size for non-real-time model output collection, e.g., assuming a typical precoding matrix quantized by 1000bits, sending a group of 10samples requires 10*1Kbits=10Kbits

	 
Periodic or semi-persistent or aperiodic or event-trigger through air interface
	Real time



	
	gNB-sided
	For NW side monitoring:
· ground-truth CSI in scaler quantization and/or codebook-based quantization (e.g., e-type II like).
· Assisted information for NW side monitoring, e.g., scenario/environment of UE, time stamps of reported ground-truth CSI
· estimated model performance, e.g., estimated SGCS based on proxy model at UE side
· Assistance information for monitoring decision, e.g., target model performance
	Small or medium data size for real-time monitoring, e.g., one~hundreds of data samples
	Periodic or semi-persistent or aperiodic or event-trigger through air interface 
	Real time




	CSI prediction

	
	LCM sideness
	Data content
	Typical data size
	Reporting type
	Typical latency requirement

	Model training
	UE-sided
	Data content including at least one of the following elements:
· Consecutive CSIs (historical CSIs+future CSIs) where the type of CSIs includes  raw channel matrices, or PMIs, or eigen vectors, etc.
· Assistance information for model management e.g.,  site/scenario/dataset related informatiion 
	Number of Consecutive CSIs*size of one CSI

Number of samples*number of CSIs in one sample (historical CSIs+future CSIs)*size of one CSI, e.g., 1k bits *10 CSIs within one sample* 1k samples =10Mbits 

	Event-trigger
	Non-real time


	
	gNB-sided
	
	
	
	

	Model inference
	UE-sided
	Assistance information for model management e.g.,  site/scenario/dataset related informatiion 
	Small size for assistance information  
	Event trigged
	Real time

	Model monitoring
	UE-sided
	Assistance information for model management e.g.,  site/scenario/dataset related informatiion 
	Small size for assistance information  
	Periodic or event-trigger
	Real time

	
	gNB-sided
	Data content including at least one of the following elements:
· Estimated model performance at UE side
· Predicted future CSIs
· Ground-truth future CSIs
· Timestamp or time line related information of ground-truth future CSIs
· Assistance information for model management e.g.,  site/scenario/dataset related informatiion
	Small size if the model performance is estimated at UE side.
Large if groud truth CSI is reported: Number of monitoring samples* number of CSIs in one sample (future CSIs only)*size of one CSI, e.g., (groud truth future CSIs and predicted CSIs) *size of one CSI, e.g., (1k+200) bits * 10 samples =12kbits
	
	



	Positioning 

	
	LCM sideness
	Data content
	Typical data size
	Reporting type
	Typical latency requirement

	Model training
	UE-sided
	Measurement type
· CIR
· PDP
· DP
Label type
· Location coordinate
· Timing estimation
· LOS/NLOS
Assistance information
· Time stamp
· Quality indicator
· RS configuration
· FFS: other necessary information, e.g., scenarnio identifier, LOS/NLOS condition, timing error
	Measurement: From 200 to 3000 bits per samples. More details can refer to Section 8.4.1 of [2]
Label: Less than 100 bits.
Assistance information: Less than 100 bits
One example is 
(500bits for measurement + 100bits for lable)*10k+100~=6Mbits
Note: Model training may need 1k~20k samples, which may depend on specific positioning accuracy requirement and model training methods.
	Event triggered
	

	
	LMF-sided
	
	
	
	

	Model inference
	UE-sided
	\
	Measurement: From 200 to 3000 bits per samples. More details can refer to Section 8.4.1 of [2]
Assistance information: Less than 100 bits


	Aperiodic triggered, which may be triggered by LMF side or UE side following the legacy protocols
Periodic or semi-persistent or aperiodic or event-trigger, are feasible.
	Real time

	
	gNB-sided
	\
	
	
	

	
	LMF-sided
	Measurement type:
· CIR
· PDP
· DP
Assistance information
· Time stamp
· Quality indicator
· RS configuration
· FFS: other necessary information, e.g., scenarnio identifier, LOS/NLOS condition, timing error
	
	
	

	Model monitoring
	UE-sided
	Label-based, e.g.,Estimated label by other positioning methods (from LMF)
Label free-based, e.g.,Application condition, e.g., area ID. (from LMF)
· Note: other types of data are not precluded
	Less than 100 bits per sample
Note: at least 10 samples should be collected to estimate a statistic or distribution for long-term monitoring.
	periodic or semi-persistent or aperiodic or event-trigger, are feasible.
	Real time


	
	gNB-sided
	Label free-based, e.g., Application condition, e.g., area ID. (from LMF or UE)
Note: other types of data are not precluded
	Less than 100 bits per sample

Note: at least 10 samples should be collected to estimate a statistic or distribution for long-term monitoring.
	
	

	
	LMF
	Label-based, e.g.,Ground truth label, Estimated label by other positioning methods, Application condition, e.g., area ID.
· Label free-based, e.g.、Dominant feature: e.g., SINR, RSRP
· Model input type: e.g., CIR/PDP/DP
· Sensor related: e.g., motion state information.
· Application condition, e.g., area ID.
Note: other types of data are not precluded
	Depend on data content from a few bits (e.g., SINR) to a few hundred bits (e.g., CIR)  per sample
Example size can be several tens of kilo bits
Note: at least 10 samples should be collected to estimate a statistic or distribution for long-term monitoring.
	
	



For RAN2’s question on “to what extent the data would / should be specified”, RAN1’s understanding is that the data mentioned in above tables should all be specified as long as the corresponding sub-use case and LCM component sidedness is justified. Internal data is not included in the above tables.

2	Actions
To RAN2 
RAN1 respectfully asks RAN2 to consider the above information in related work. 

3	Dates of next TSG-RAN WG1 meetings
RAN1#114-bis	from 2023-10-09	to 2023-10-13		Xiamen
RAN1#115	from 2023-11-13	to 2023-11-17		Chicago

