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1. Introduction
In RAN2#122, RAN2 sent an LS to RAN1 on data collection requirements and assumptions for AI/ML PHY [1]. In this contribution, RAN2 LS Part A and Part B are analysed for each use cases: CSI (including two-sided CSI compression and one-sided CSI prediction), beam management, positioning. Candidate responses to RAN2 LS are suggested accordingly.
2. [bookmark: _Ref178064866]Discussion
2.1 CSI use case
We treat the two-sided CSI compression use case and the one-sided CSI prediction use case separately.

2.1.1 Two-sided CSI compression
RAN2 LS Part A
	Assumption 1:
RAN2 assumes that for the data collection in some scenarios (e.g., internal data up to implementation or the existing data are enough), possibly no RAN2 specification effort is needed in some scenarios, e.g. (not exhaustive):
· For model inference of the UE-sided model, input data for model inference is available inside the UE.
· For UE-side (real-time) monitoring of the UE-sided model, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.



With respect to Assumption 1, it is unclear if the “UE-sided model” refers to one-sided model at the UE-side only (i.e. the CSI prediction case), or whether it also include the UE-part of two-sided model case. 
Regarding 1st bullet of Assumption 1, for the two-sided CSI compression use case, the input data for model inference of the UE-part model is generated inside UE based on its CSI-RS measurement. Hence, we confirm the 1st bullet of Assumption 1 for the CSI compression use case.
Regarding 2nd bullet of Assumption 1, for two-sided CSI compression use case, different methods for monitoring the performance of a two-sided CSI compression model at the UE-side were discussed in RAN1. 
UE-side may frequently monitor the distribution of UE-part model input/output data samples to detect potential data drifts, this method does not require data input from NW, however, data drifts detected at the UE-side does not necessarily mean that the two-sided model is not functioning. The reliability of this UE-sided input/output data distribution-based model monitoring method has not been concluded in RAN1 for the two-sided CSI-compression use case. 
The other methods being discussion in RAN1 for UE-side to monitor the two-sided CSI compression model are based on a proxy model, which is different from the two-sided CSI compression model. The proxy model is either used as a proxy NW-part model to generate a proxy reconstructed CSI at the UE-side for the UE to derive performance metric of the two-sided CSI compression model, or the proxy model is used to directly output a performance metric of the two-sided CSI compression model. The feasibility, complexity and signaling overhead of proxy-model based UE-sided monitoring solutions has not been concluded in RAN1. 
As the feasibility, reliability, complexity and signaling overhead of UE-sided monitoring methods for the two-sided CSI-compression use case has not been well studied in RAN1, we propose to exclude two-sided use case for the second bullet of Assumption 1.
[bookmark: _Toc142669697]Confirm the first bullet of Assumption 1 for the two-sided CSI compression use case. Exclude the two-sided CSI compression use case for the second bullet of Assumption 1, since the feasibility, reliability and signaling overhead of the UE-sided monitoring methods have not been well studied and concluded in RAN1 for this use case yet.
In our companion papers [3] and [4] we discuss options for NW sided monitoring instead, where the performance of the complete end-to-end model can be monitored.
Assumption 2 in R2-2306906 (initial text copied below) deals with latency requirements for data collection, depending on the purpose of the data. However, there is no definition of “latency”.
	Assumption 2:
For the latency requirement of data collection, RAN2 assumes:




The only agreed text in RAN1 that defines latency is the following agreement was made in RAN1#110-bis.
	Agreement
Study performance monitoring approaches, considering the following model monitoring KPIs as general guidance
· Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)
· Overhead (e.g., signaling overhead associated with model monitoring)
· Complexity (e.g., computation and memory cost for model monitoring)
· Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)


However, the definition is clearly not applicable to the RAN2 LS since the definition is in the context of monitoring, and the RAN2 LS deals with data collection for more aspects. Hence, our understanding is that in the context of the LS, the meaning is as follows.
[bookmark: _Toc142669698]Reply to RAN2 LS that in the context of the RAN2 LS, define “Latency” as “Time from measurement to reporting of the measurement”.
Except for the definition of latency, we have no further issue with Assumption 2.
[bookmark: _Toc142669699]Confirm Assumption 2 for the two-sided CSI compression use case, after clarifying the definition of "latency".

	Assumption 3:
RAN2 assumes that the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting). Analysis and potential enhancement of the non-connected state can be revisited when needed.



Regarding Assumption 3, we think it is reasonable to start to focus on RRC_CONNECTED for the two-sided CSI compression use case.
[bookmark: _Toc142669700]Confirm Assumption 3 for the two-sided CSI compression use case.

	Assumption 4:
For the data generation entity and termination entity deployed at different entities, RAN2 made the following assumptions:
· For CSI enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference, input data/assistance information can be generated by gNB and terminated at UE.
· For model monitoring at the NW side, performance metrics can be generated by UE and terminated at gNB.
...



Regarding the second bullet of Assumption 4, for two-sided CSI compression use case, the input data for NW-part model inference is the AI-CSI generated by the UE based on the UE-part model inference. And it has not been concluded in RAN1 yet on whether this is a need of providing assistance information from UE to gNB for NW-part model inference.
Regarding the third bullet of Assumption 4, for two-sided CSI compression use case, the input data for the UE-part model inference (CSI generation model at the UE side) is not generated by gNB, rather it is based on the CSI measurement generated by the UE itself.  In addition, it has not been concluded in RAN1 yet on whether there is a need for gNB to provide assistance information  to UE for UE-part model inference. 
Regarding the fourth bullet of Assumption 4, for two-sided CSI compression use case with intermediate KPI based model monitoring at the NW side, the main method being discussed in RAN1 is based on UE reporting ground-truth target CSI to gNB, so that the gNB can derive performance metric of the two-sided model by itself rather than UE reporting performance metrics to the gNB.
[bookmark: _Toc142669701]Reply to RAN2 LS that for Assumption 4, the 2nd, 3rd, and 4th sub-bullets for the CSI-compression use case with two-sided AI/ML model need to be revised as follows:
· [bookmark: _Toc142669702]For NW-sided model inference, input data and assistance information (if needed) can be generated by UE and terminated at gNB.
· [bookmark: _Toc142669703]For UE-sided model inference, input data/ assistance information (if needed) can be generated by gNB and terminated at UE.
· [bookmark: _Toc142669704]For model monitoring at the NW side, ground truth labels (e.g., target CSI for two-sided CSI compression use case) can be generated by UE and terminated at gNB.
RAN2 LS Part B
2.1.1.1.1 Data collection for training
In our companion paper [3] discussing CSI, we present advantages with having a standardized target CSI at the UE, with the possibility for the NW to collect it. For example, it has been shown by UE/Chipset vendors that getting a dataset that represents the device types in the field is beneficial. Thus, in general, it is assumed that the UE collects training data samples in the form of target CSI and sends them to the training data collection entity in the NW, e.g., the gNB, in a standardized/specified fashion.
In the discussion of the CSI use case, it is generally discussed and assumed that the exact input to a model is proprietary. However, it is still possible to think of two-sided CSI compression as an AutoEncoder (AE). An initial training would involve training an AE, which is a self-supervised learning task, where only a ground truth label is needed. The measurement for model input is the target CSI provided by UE.
In our companion papers [3] and [4] we have analyzed different formats of target CSI and arrived at the conclusion that different versions of eType-II formats with new enhanced parameters are suitable. This can include increasing the number of SD beams selected (L), the ratio of number of taps selected (p), the fraction of non-zero coefficients reported, as well as the number of bits for quantizing reference amplitude, differential amplitude, and phase. Two suggestions are given in Table 1. The nonlinear scaling in payload size (UL reporting overhead) for the different ranks stems partially from that the SD beams are the same for all layers and thus the selection is only reported once, but mostly from the fact that the maximum number of reported non-zero coefficients are K0 for a report of rank 1, and 2K0 for a report of rank 2, 3, or 4, since the actual reported coefficients constitutes the bulk of the payload.
[bookmark: _Ref142388819]Table 1 Suggested new parameters for the eType-II format and the corresponding payload size (UL reporting overhead) for a single measurement sample.
	Data format
	Payload (bits) for a report of rank 1/2/3/4

	Based on the eType-II codebook extended with parameters L=8, p=0.75, beta=0.5, reference amplitude quantized using 4 bits, differential amplitude quantized using 3 bits, phase quantized using 4 bits.
	750 / 1476 / 1645 / 1814

	Based on the eType-II codebook extended with parameters L=10, p=0.9, beta=0.31, reference amplitude quantized using 6 bits, differential amplitude quantized using 4 bits, phase quantized using 6 bits.
	1014 / 2007 / 2252 / 2497



For two-sided CSI compression many models presented in the RAN1 evaluations are trained as layer-common models by using only layer 1 data from the measurement samples, the payload size (UL reporting overhead) per sample shall use the payload values indicated by first entry of four in Table 1.
Except for the MIMO channel measurement data (e.g., the UE CSI-RS measurement data to be used as target CSI), assistance information likely also needs to be stored but its payload is likely small compared to the actual MIMO channel data. Here, the assistance information data may include, e.g., cell-IDs, CSI-RS configurations (e.g., number of ports and whether measurement restriction is on or off), time stamps, UE locations, and possibly measurement accuracy. Moreover, depending on the definition of CQI, RI, and CBSR (these are still being discussed in RAN1), there could be data-collection modes this information is attached as assistance information.
Note that the location-related information such as cell-ID and PLMN may be used, e.g., to enable site/area-specific models. If the UE that performs data collection currently has a model for CSI compression deployed already, it will also be beneficial if the latent space information (encoder outputs), as would have been sent in the UCI, are collected jointly with the channel measurement data. It is important to ensure that the measurement data are associated/labeled with the correct assistance information.
On the latency issue, a difference compared with AI/ML model inference that is used for live scheduling and MIMO precoding decisions, the occasions where collected data is used do not happen frequently and may not happen in a short time horizon. Therefore, the latency requirements for collecting training data can be significantly relaxed compared to those for AI/ML model inference. RAN2 can assume a non-real time latency requirement for collecting training data for training of CSI compression models.
Considering such relaxed latency requirement, the time of measurements and the time of reporting the collected measurements back to the NW can be decoupled (these can be two different events separated by, e.g., hours). 
To avoid extensive use of the air interface, it is beneficial if a UE can log/store its measurements together with assistance information for multiple measurement occasions so that the network can choose an appropriate time when to transfer the data. Note, a report sent to the NW could typically include, e.g., from 10 to 1000 measurement occasions.
When it comes to periodicity/frequency of data collection used for initial training and generalized models it is sufficient to collect data infrequently so as to sample a large variety of channels and to improve model generalizability after training. Hence for such data collection the periodicity can be in the order of days.
On the other hand, for localized (e.g., site specific) models, there is a need to be able to collect a set of channels while the UE resides in a certain cell. For this type of data collection, the periodicity and latency may be shorter, depending on the expected time a UE can be assumed to reside in a cell, site, or area.  

[bookmark: _Toc142669705]Regarding RAN2 LS Part B data collection for model training, reply to RAN2 LS that for the two-sided CSI compression use case, for generalized models, RAN2 can assume that
a. [bookmark: _Toc142669706]The data content would be an enhanced version of the eType-II format with new parameters, plus some assistance information, e.g., timestamp, measurement ID, etc.
b. [bookmark: _Toc142669707]The typical size for one measurement sample will be in the range of 750 bits to 2500 bits, and there could be e.g., 10 to 1000 measurements per report.
c. [bookmark: _Toc142669708]The content of assistance information and the size of it has not been concluded in RAN1.
d. [bookmark: _Toc142669709]The reporting type can be periodic or event-triggered.
e. [bookmark: _Toc142669710]There is no latency requirement, i.e., non-real time training data collection is assumed. Offline training is assumed in Rel-18 SI discussion.

2.1.1.1.2 Data collection for inference
Regarding RAN2 LS question on reporting type and typical latency requirement, for inference data collection, we note that AI/ML for two-sided CSI compression is an enhancement to legacy CSI reporting. The specification, including data content and latency requirements is handled by RAN1.
[bookmark: _Toc142669711]Regarding RAN2 LS Part B data collection for model training, reply to RAN2 LS that for the two-side CSI compression use case, data collection for inference will be handled by RAN1 as in legacy CSI reporting.
2.1.1.1.3 Data collection for monitoring
Monitoring can be split into real-time and non-real-time monitoring. However, there is no definition of what is considered real-time monitoring and what is non-real-time monitoring. In RAN1#109 the following working assumption was made.

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model


In our companion paper on general aspects, [5], we propose the following definition of real-time monitoring.
	Real-time monitoring: A procedure that monitors the inference performance of the AI/ML model for a UE confined environment (physical area or time window) where a monitoring result is valid. Note: AI/ML model can be activated/deactivated for such confined environment.



This is the definition we adopt here for this discussion. From the definition of real-time monitoring a couple of things follow directly. Firstly, there is a latency requirement for real-time monitoring. Secondly, real-time monitoring should target confined environment (e.g., for activating/deactivating a specific model or functionality in such environment). 
In contrast, non-real-time monitoring should target estimating the performance of functionalities or models over a long-time duration (days/weeks/months). Based on such estimated performance, the gNB can perform LCM for UEs with same model/functionality. Hence, there is not a latency requirement for non-real-time monitoring. 
[bookmark: _Toc142669712]RAN1 to define the terms real time monitoring and non-real time monitoring and inform RAN2 in the reply LS.
For non-real-time monitoring, considering such relaxed latency requirement, the time of measurements and the time of reporting the collected measurements back to the NW can be decoupled (these can be two different events separated by, e.g., hours). Hence, in non-real time monitoring there is no single entity that understand the context in which the monitoring took place. Thus, the context needs to be included in the monitoring report. Moreover, a copy of the CSI report (latent space variables and information to interpret them, sent in UCI at an earlier time instance) is needed to be included in the monitoring report, since coordinating a CSI report received by one gNB in the NW with a monitoring report received by another gNB in the NW may be a dauting task. Thus, we arrive at the following conclusion.
[bookmark: _Toc142669713]For non-real-time monitoring, the reports need to include contextual information as assistance information, e.g., what UE configuration is used for the operations and monitoring, for the different measurement occasions, as well as the original CSI report.
In RAN 1, both UE-sided monitoring of the two-sided model performance and NW-sided monitoring methods of the two-sided model performance were studied.
The following agreement was made in RAN1 for monitoring of the two-sided model performance at the UE-side:

	Agreement
In CSI compression using two-sided model use case, for UE-side monitoring, further study potential specification impact on triggering and means for reporting the monitoring metrics, including periodic/semi-persistent and aperiodic reporting, and other reporting initiated from UE.


[bookmark: _Toc142669714]Regarding RAN2 LS Part B data collection for monitoring, reply to RAN2 LS that for the two-sided CSI compression use case with UE-sided monitoring, RAN2 can assume that UE may report the monitoring metrics including periodic/semi-persistent and aperiodic reporting. No conclusion has been made in RAN1 on what monitoring metrics shall be reported for the two-sided CSI-compression use case.
The following agreements were made in RAN1 for monitoring of the two-sided model performance at the NW-side:
	Agreement
In CSI compression using two-sided model use case, for NW-side monitoring, further study the necessity, feasibility, and potential specification impact to enable performance monitoring using an existing CSI feedback scheme as the reference.
· The association between AI/ML scheme and existing CSI feedback scheme for monitoring
· Note: The metric for monitoring and comparison includes intermediate KPI and eventual KPI.
· Other aspects are not precluded.
Agreement
In CSI compression using two-sided model use case, further study the necessity, complexity, overhead, latency and potential specification impact on ground truth CSI report for NW side data collection for model performance monitoring, including:   
· Scalar quantization for ground-truth CSI
· FFS: any processing applied to the ground-truth CSI before scalar quantization
· Codebook-based quantization for ground-truth CSI
· FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
· RRC signaling and/or L1 signaling procedure to enable fast identification of AI/ML model performance
· Aperiodic/semi-persistent or periodic ground-truth CSI report..


Regarding the first NW-sided monitoring agreement, the needed RAN2 involvement in monitoring data collection is not clear yet. Regarding the second NW-sided monitoring agreement, the data needed for monitoring is expected to be much in line with the data needed to train the two-sided model. The data formats suggested for ground-truth/target CSI for model training shown in Table 1 can be reused for defining the formats for ground-truth/target CSI for model monitoring. We showed in [4] that the selected formats provide a good balance between monitoring accuracy and overhead reduction and are applicable to both real-time and non-real-time monitoring.
[bookmark: _Toc142669715]Regarding RAN2 LS Part B data collection for monitoring, reply to RAN2 LS that for the two-sided CSI compression use case with NW-sided monitoring, RAN2 can assume
f. [bookmark: _Toc142669716]For real-time monitoring, the same measurement sample formats and sizes shown in Table 1 for model training can be reused for model monitoring. However, the reporting comes with a latency requirement and is thus reported per measurement occasion.
g. [bookmark: _Toc142669717]For non-real-time monitoring, the same measurement sample formats and sizes shown in Table 1 for model training can be reused for model monitoring. In addition, contextual data is needed, e.g., what UE configuration is used for the operations and monitoring, as well as the original CSI report, for each measurement occasion.
2.1.2 One-sided CSI prediction
RAN2 LS Part A
For model inference of UE-sided CSI prediction, the input data is the measured CSI based on CSI-RS transmitted from the network to the UE. For periodic and semi-persistent non-AI-based CSI prediction in MIMO Rel-18, the mechanism of CSI-RS transmission is the same as the legacy solution: that is, the period of CSI-RS can be configured to 4, 5, 8, 10, 16, 20, 32, 40, 64, 80, 160, 320 or 640 slots. For aperiodic non-AI-based CSI prediction in MIMO Rel-18, the period of CSI-RS can be configured to 1 or 2 slots, and the sample number is 4, 8 or 12. AI-based CSI prediction in Rel-18 can reuse the CSI-RS configuration for data collection of the input data in model inference from our point of view. 
Hence, in one-sided CSI prediction, for model inference of the UE-sided model, input data for model inference is available inside the UE which obtains the input data via the measurement of CSI-RS from network to UE.
Regarding data collection for performance monitoring, the UE can monitor the performance for periodic CSI prediction and semi-persistent CSI prediction if CSI-RS transmission is available in the same time slot as the predicted CSI, while the UE is unable to get the performance for aperiodic CSI prediction if the CSI-RS is not transmitted in the same time slot as the predicted CSI. Therefore, CSI-RS configuration enhancement for aperiodic CSI prediction is preferred to support performance monitoring of aperiodic CSI prediction.
For UE-side (real-time) monitoring of the UE-sided model regarding periodic and semi-persistent CSI prediction, the UE can independently monitor model performance without any data input from NW due to the available CSI-RS transmission in the same time slot as the predicted CSI.
For UE-side (real-time) monitoring of the UE-sided model regarding aperiodic CSI prediction, the UE may not be able to independently monitor a model performance without data input from NW due to potentially missed measured CSI for performance monitoring.
[bookmark: _Toc142669718]In Assumption 1 for the one-sided CSI prediction use case, for UE-side (real-time) monitoring of the UE-sided model regarding aperiodic CSI prediction, performance metrics may not be available inside the UE. Hence, RAN1 needs to define procedures for CSI-RS transmission in the time slots corresponding to the predicted CSI. 
For the latency requirement of training data collection in CSI prediction, the offline model training can be done without the latency requirement for the data collection. Regarding model inference, the predicted CSI should be reported from the UE to the network in a given time slot, so there is a latency requirement for data collection in model inference. For (real-time) model monitoring, when required monitoring data (e.g., performance metric) comes from the UE to the network, there is a latency requirement for data collection so that the network can use the performance metric for precoding decision.
Regarding Assumption 3, there is an on-going WI in 3GPP for small data transmission, and this WI is discussing the potential enhancement to support CSI reporting in RRC_INACTIVE state. Therefore, we would like to confirm that, in CSI prediction, the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting), and analysis and potential enhancement of the non-connected state can be revisited when needed.
Regarding Assumption 4, for model training in CSI prediction, the training data is generated by UE/gNB (i.e. via UE measuring CSI-RS from network) and terminated at UE or UE-side OTT server. For model inference at the UE side and model monitoring at the network side, we would like to confirm that the input data is CSI measured by UE based on CSI-RS transmitted by gNB for model inference, and performance metrics can be generated by UE and terminated at gNB for performance monitoring.
[bookmark: _Toc142669719] Confirm Assumptions 2,3 and 4 for the one-sided CSI prediction use case.

RAN2 LS Part B
2.1.2.1.1 Data collection for training
Regarding the data collection for training in CSI prediction, the data collection can be done via UE-side measurement based on transmitted CSI-RS from the network to the UE, and the corresponding training can be implemented offline for simplification. Therefore, the data content, data size and reporting type for the collected data in training can be the implementation solutions at the UE side if training data collection is not standardized. On the other hand, if training data collection is to be standardized, then reporting format (e.g., data content, data size and reporting type) needs to be defined for training data collection.
[bookmark: _Toc142669720]For UE-sided CSI prediction use case, data content, data size and reporting type regarding data collection for training can be an implementation issue at the UE side if training data collection is not standardized. Otherwise, reporting format for training data collection needs to be defined.
2.1.2.1.2 Data collection for inference
For UE-sided CSI prediction, the data collection for inference is based on the measurement of real-time CSI-RS from UE to network, and the legacy CSI-RS configuration including enhanced CSI-RS configuration in MIMO Rel-18 can be reused for the data collection in model inference, as mentioned in Section 2.2.2.1. Therefore, no enhancement for CSI-RS configuration in model inference is needed for CSI prediction in our understanding.   
[bookmark: _Toc142669721]For UE-sided CSI prediction use case, data content, data size and reporting type regarding data collection for inference can be an implementation issue at the UE side.
2.1.2.1.3 Data collection for monitoring
Regarding data collection for UE-sided performance monitoring in UE-sided CSI prediction, as mentioned in Section 2.1.2.1, the UE can monitor the performance for periodic CSI prediction and semi-persistent CSI prediction if the CSI-RS transmission is available in the same time slot as the predicted CSI, while the UE is unable to get the performance for aperiodic CSI prediction if the CSI-RS is not transmitted in the same time slot as the predicted CSI. Therefore, CSI-RS configuration enhancement for aperiodic CSI prediction is preferred to support performance monitoring of aperiodic CSI prediction. The time slots of CSI-RS transmission for UE-sided performance monitoring can be same as the time slots of aperiodic predicted CSIs or partial time slots of aperiodic predicted CSIs.   
Regarding data collection for network-sided performance monitoring in UE-sided CSI prediction, the UE can send the related performance metric information to network, and the performance metric information can be error variance of the reported predicted CSI compared to the measured CSI at the same time slot or error variance of the reported predicted CSI based on UE best estimation, and can be real-time information or long-term information based on network configuration.
[bookmark: _Toc142669722]For UE-sided CSI prediction use case, regarding data collection for network-sided performance monitoring, the performance metric information from UE to network can be error variance of the reported predicted CSI compared to the measured CSI at the same time slot or error variance of the reported predicted CSI based on UE best estimation. 
[bookmark: _Toc142669723]For UE-sided CSI prediction use case, regarding data collection for network-side performance monitoring, the performance metric information from UE to network can be real-time performance metric or long-term performance metric depending on network configuration.
2.2 Beam management use case
2.2.1 RAN2 LS Part A
	Assumption 1:
RAN2 assumes that for the data collection in some scenarios (e.g., internal data up to implementation or the existing data are enough), possibly no RAN2 specification effort is needed in some scenarios, e.g. (not exhaustive):
· For model inference of the UE-sided model, input data for model inference is available inside the UE.
· For UE-side (real-time) monitoring of the UE-sided model, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.



Examples of “some scenarios” where there is no RAN2 specification effort can comprise of scenarios when performance metrics are based on input/output data distribution or system level performance (e.g., throughput). It should be highlighted that some model performance metrics such as retrieving the label of best beam at the UE is dependent on whether the NW performs a full beam sweep or not. For model inference, “some scenarios” can comprise of when the UE is not needing any assistance information from the NW as part of its model input. 
[bookmark: _Toc142669724]Confirm Assumption 1 for the beam management use case.

	Assumption 2:
For the latency requirement of data collection, RAN2 assumes:
· For all types of offline model training (i.e., UE- /NW-/ two-sided model training), there is no latency requirement for data collection 
· For model inference, when required data comes from other entities, there is a latency requirement for data collection
· For (real-time) model monitoring, when required monitoring data (e.g., performance metric) comes from other entities, there is a latency requirement for data collection.



The latency requirement for model inference should correspond to existing specification on beam measurement reporting. For training data collection, there is no latency requirement since the training is assumed to be done infrequently (days/weeks/months). Regarding model monitoring data collection, in our general paper [R1-2306928], we discuss and define the term “real-time” monitoring since there are no such definition agreed in RAN1.
[bookmark: _Toc142669725]Confirm Assumption 2 for model training and inference for the BM use case. Regarding real-time monitoring, it is challenging for RAN1 to define such latency requirements since there is currently no definition for such procedure. 
	Assumption 3:
RAN2 assumes that the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting). Analysis and potential enhancement of the non-connected state can be revisited when needed.
Assumption 4:
For the data generation entity and termination entity deployed at different entities, RAN2 made the following assumptions:
· For CSI enhancement and beam management use cases:
· For model training, training data can be generated by UE/gNB and terminated at gNB/OAM/OTT server.
· For NW-sided model inference, input data can be generated by UE and terminated at gNB.
· For UE-side model inference, input data/assistance information can be generated by gNB and terminated at UE.
· For model monitoring at the NW side, performance metrics can be generated by UE and terminated at gNB.
...


The data collected for BM is derived from SSB and CSI-RS measurements. Although SSB can be collected in RRC_IDLE state, there is no clear motivation for RAN2 to consider the limited scenario of data collection in the IDLE mode. 
Regarding the second and third bullets in assumption 4, assistance information were discussed for both UE-sided and NW-sided model inference, however, no conclusion was made in RAN1 on what information is really needed for both UE-sided and NW-sided cases. In addition, for the third bullet of assumption 4, it is unclear what input the gNB can generate; any type of input data are measurements from UEs in our view. Thus we propose the following update:
[bookmark: _Toc142669726]Confirm Assumption 3 for the beam management use case. 
[bookmark: _Toc142669727]For Assumption 4 for the beam management use case, consider the following amendments to bullet 2 and bullet 3,
· [bookmark: _Toc142669728]For NW-side model inference, input data and assistance information (if needed) can be generated by UE and terminated at gNB.
· [bookmark: _Toc142669729]For UE-side model inference, input data/assistance information (if needed) can be generated by gNB and terminated at UE.

2.2.2 RAN2 LS Part B
Data collection for training
In general, it is assumed that the model inference entity (UE or gNB) collects training data samples and sends them to the training data collection entity. To support supervised learning, a training data sample is composed of (a) the measurement for model input, and (b) ground truth label. The measurement for model input is provided by UE. For ground truth label,
· For obtaining the ground truth labels, NW can sweep the beams in Set A
· UE can report all beams in set A, or the N strongest.
Regarding RAN2 LS question on reporting type and typical latency requirement, for training data collection:
The reporting type can be periodic or triggered.
There is no latency requirement, i.e., non-real time data collection. Offline training is assumed in Rel-18 SI discussion.
The number of bits needed for a UE to report its L1-RSRP measurements depends on how many beams the UE is configured to measure and report. Based on the current standard, 7 or 4 bits are used for reporting a L1-RSRP value. Therefore, the payload size per UE report for the beam management use cases is not expected to be too large. Non-radio-measurement data may or may not need to be reported, depending on the type of information and whether UE mobility is supported in combination with data collection or not.
Radio measurement data can consist of UE L1-RSRP measurements of all beams in set A (prediction set of beams) and set B (measurement set of beams), at one- or multiple measurement occasions. Non-radio-measurement data can consist of cell-IDs, area IDs, UE RX beam IDs, time stamps, UE locations, and possibly also measurement accuracy.

[bookmark: _Ref142480459]Table 2 Data content and sample information for beam management
	BM sub use case
	Data content
	Data sample information

	Spatial beam prediction
	Mandatory: 
UE RSRP measurements
Optional assistance info: Strongest beam index (depending on model selection), cell-IDs, area IDs, UE RX beam IDs, time stamps, UE locations, measurement accuracy, …
	The size and format of the output label is number of beams in Set A, format is the RSRP value of each beam.

For models only using the strongest beam index for training, the output label is a single integer value.

	Temporal beam prediction
	Above + time instance when meas. was collected is mandatory information
	Above + an indication on which time instances the measurement was conducted



[bookmark: _Ref142480147]Table 3 Measurement size/signalling overhead dependence on number of beams in set A/B
	Measurement size / signalling overhead
	Sub-use case

	Model input = set B (model inference/training)
	Ground truth = set A (model training)
	 

	Number of beams in Set B
	[1,Number of beams in set A]
	Spatial beam prediction 

	Number of beams in Set B * N_meas_time instances
	N_pred_time instances * [1,Number of beams in set A]
	Temporal beam prediction


Typical numbers for the evaluations are according to below for TX-beam prediction,
· N_beams in set B= {4,8,16,32, 64}.
· N_beams in set A= {32, 64,256 (optional)}.
· Typical numbers for the evaluations are according to below for beam pair prediction,
· N_beams in set B= {32, 64},
· N_beams in set A= {64, 256}

Examples of different scenarios with a measurement size are illustrated in the table below.
[bookmark: _Ref142480019]Table 4: Examples of measurement size for two scenarios of beam management
	
	Measurement size of one sample 

	Example Scenario
	Set B
	Set A
	Comment

	Spatial TX-beam pred.
N_beams in set {B,A} = {4,32}
UE non-radio assistance info: None
Set B is not subset of set A
	4*7bits
	32*7bits
	Model trained using RSRP meas. from all beams in set A

	Temporal TX-beam pred.
N_beams in set {B,A} = {4,32}
UE non-radio assistance info: None
Number of samples in T1=3
Number of samples in T2=1
Set B is not subset of set A
	3*4*7bits
	1*32*7bits
	Model trained using RSRP meas. from all beams in set A


[bookmark: _Toc142669730]Regarding data collection, reply to RAN2 to consider the examples scenarios in Table 2, Table 3 and Table 4 as a starting point for discussion. 

Data collection for inference
Regarding RAN2 LS question on reporting type and typical latency requirement, for inference data collection, the latency requirement can be according to existing requirements for beam measurement reporting. The reporting data content would comprise the report of set B according to Table 3 and Table 4.

[bookmark: _Toc142669731]Regarding RAN2 LS Part B data collection for model inference, reply to RAN2 LS that latency can be according to existing requirements for beam measurement. 

Data collection for monitoring
Regarding RAN2 LS question on reporting type and typical latency requirement, for model monitoring data collection. We have the following agreement,

	Agreement 
Regarding the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives (including feasibility/necessity) with potential down-selection:
· Alt.1: Beam prediction accuracy , e.g., Top-K/1 beam prediction accuracy
· Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
· Alt.3: Performance metric based on input/output data distribution of AI/ML 
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
· Other alternatives are not precluded
· Note: At least the performance and spec impact should be considered



Regarding the alternatives, the metrics in alternative 1,3,4 have not been sufficiently evaluated to make conclusions in how many such measurements are needed to draw conclusions on how many measurements that are needed to calculate relevant performance metrics. It is hence not possible to set any stringent latency requirement for the purpose of signalling metrics for performance monitoring. Possible reporting types, contents and size are summarized in table below. 

[bookmark: _Ref142480577]Table 5 Performance metrics information for beam management
	Performance metrics
	Data content
	Data sample Information
	Size

	Beam prediction accuracy 
	Top-K/1 beam prediction accuracy
	Values in range [0,1]
	Floating point value (4-bits expected to be sufficient)

	L1-RSRP difference 
	L1-RSRP difference (Predicted RSRP - MeasuredRSRP)
	RSRP error
	7-bits (RSRP report)



[bookmark: _Toc142669732]Regarding RAN2 LS Part B data collection for model monitoring, reply to RAN2 LS to consider Table 5 and that there is no stringent latency requirement for the beam prediction performance metrics.

2.3 Positioning use case
2.3.1 RAN2 LS Part A
Regarding Part A (RAN2 assumptions on data collection), the 2nd bullet of Assumption 1 in the LS [1] (copied below) may not be true for AI/ML assisted positioning with UE side model.
	2nd bullet of Assumption 1 in R1-2306388 (R2-2306906):
· For UE-side (real-time) monitoring of the UE-sided model, performance metrics are available inside the UE. UE can independently monitor a model's performance without any data input from NW.
3rd bullet of Assumption 2 in R1-2306388 (R2-2306906):
· For (real-time) model monitoring, when required monitoring data (e.g., performance metric) comes from other entities, there is a latency requirement for data collection.



RAN1 has made the following observations on model monitoring for positioning use case. For Case 2a (AI/ML assisted positioning with UE-side model), if it is desired to use label-based model monitoring method, then the LMF needs to estimate the UE location using the conventional method, and then signal the location estimation to the UE.  For this scenario, the 2nd bullet of Assumption 1 is incorrect since the UE needs to receive data (e.g., location estimation) from LMF in order to monitor the model's performance. Additionally, 2nd bullet of Assumption 2 in the LS [1] applies to this scenario, i.e., there is a latency requirement for the UE to receive data (i.e., location estimation) from LMF to perform real-time model monitoring.
	Observation (RAN1#112bis)
For AI/ML assisted positioning, evaluation results have been provided by sources for label-based model monitoring methods. With TOA and/or LOS/NLOS indicator as model output, the estimated ground truth label (i.e., TOA and/or LOS/NLOS indicator) is provided by the location estimation from the associated conventional positioning method. The associated conventional positioning method refers to the method which utilizes the AI/ML model output to determine target UE location. 
Note: Sources include vivo (R1-2302481), MediaTek (R1-2303340), Ericsson (R1-2302335)

Observation (RAN1#112bis)
For both direct AI/ML and AI/ML assisted positioning, evaluation results have been provided by sources to demonstrate the feasibility of label-free model monitoring methods.
Note: Sources include vivo (R1-2302481), CATT (R1-2302699), MediaTek (R1-2303340), Ericsson (R1-2302335), Nokia (R1-2302632).



[bookmark: _Hlk141874906][bookmark: _Toc140161904][bookmark: _Toc142669733]Reply to RAN2 LS that the 2nd bullet of Assumption 1 does not apply to label-based model monitoring of AI/ML assisted positioning, since the UE needs to receive data from LMF.

Regarding Assumption 3 in the LS [1] (copied below), it is fine to focus on the RRC_CONNECTED state as a starting point. On the other hand, existing specification supports UE positioning in RRC_INACTIVE state, see excerpts from TS 38.305 and TS 38.214 below. Thus, it is expected that AI/ML based positioning should eventually be applicable to UE in RRC_INACTIVE state also.
	Assumption 3:
[bookmark: _Hlk140168717]RAN2 assumes that the analysis/selection of the data collection frameworks should focus on the RRC_CONNECTED state (for both data generation and reporting). Analysis and potential enhancement of the non-connected state can be revisited when needed.



	TS 38.305:
[bookmark: _Toc37338130][bookmark: _Toc46488971][bookmark: _Toc52567324][bookmark: _Toc139051946]6.2.2	Radio Resource Control (RRC) for NR
The RRC protocol for NR is also used to configure UEs with a sounding reference signal (SRS) for SRS transmission in RRC_CONNECTED and RRC_INACTIVE to support NG-RAN measurements for NR positioning, provide pre-configured measurement gap configuration(s) and pre-configured PRS processing window for DL-PRS measurement and report the UE TxTEG (Tx Timing Error Group) for UL-TDOA.
[bookmark: _Toc109049816]7.9	Positioning in RRC_INACTIVE state
Positioning may be performed when a UE is in RRC_INACTIVE state. Any uplink LCS or LPP message can be transported in RRC_INACTIVE state. If the UE initiated data transmission using UL SDT, the network can send DL LCS, LPP and RRC message (e.g. to configure SRS for UL positioning, if it is supported) to the UE without the need of state transition.

TS 38.214
[bookmark: _Toc29673158][bookmark: _Toc29673299][bookmark: _Toc29674292][bookmark: _Toc36645522][bookmark: _Toc45810567][bookmark: _Toc114223814]5.1.6.5	PRS reception procedure
The UE in RRC_INACTIVE mode, subject to UE capability, is expected to process DL PRS outside or inside of the initial DL BWP. For DL PRS processing outside of the initial DL BWP, the UE may be configured with the same or different numerology and CP for PRS resources than those of the initial DL BWP. For DL PRS processing inside of the initial DL BWP, the UE is configured with the same numerology and CP for PRS resources as those of the initial DL BWP.



[bookmark: _Toc142669734]Reply to RAN2 LS that for Assumption 3, while it is fine to focus on RRC_CONNECTED state as a starting point, AI/ML based positioning can be performed when a UE is in RRC_INACTIVE state, the same as in existing specification. 

Regarding Assumption 4 in LS [1] for the positioning use case, the assumptions are not precise according to RAN1 understanding.
	Assumption 4:
...
· For positioning enhancement use case:
· For model training, training data can be generated by UE/gNB and terminated at LMF/OTT server.
· For NW-sided model inference, input data can be generated by UE/gNB and terminated at LMF and/or gNB.
· For UE-side model inference, input data/assistance information can be generated by LMF/gNB and terminated at the UE.
· For model monitoring at the NW side, performance metrics can be generated by UE/gNB and terminated at LMF.



The issues with the above sub-bullets are:
· For the 1st sub-bullet, the training data is composed of measurements and ground truth label for supervised learning. The 1st sub-bullet is true for measurements, but not true for ground truth label. The ground truth label is generated by the LMF.
· For the 3rd sub-bullet, the model input data is not generated by LMF/gNB; it's generated by the UE itself.
· For the 4th sub-bullet, the performance metrics are generated by the model inference entity, i.e., UE for Case 1/2a, gNB for Case 3a, LMF for Case 2b/3b. Moreover, in our view it's difficult to specify the model monitoring metrics, and the signalling overhead is excessive and unnecessary. In our view, for Case 1/2a/3a, model monitoring metrics do not need to be sent from UE/gNB to LMF. Rather, only model monitoring decisions need to be sent to LMF, for example, an alarm is sounded for model drift detection; need to activate or deactivate a model.
Thus, the 1st, 3rd, and 4th sub-bullets of Assumption 4 should be revised for the positioning use case.

[bookmark: _Toc142669735]Reply to RAN2 LS that for Assumption 4, the 1st, 3rd, and 4th sub-bullets for the positioning use case need to be revised.
· [bookmark: _Toc142669736]For model training, the measurement data for model input training data can be generated by UE/gNB and terminated at LMF/OTT server; the ground truth label corresponding to model output can be generated by LMF.
· [bookmark: _Toc142669737]For UE-side model inference, input data/assistance information can be generated by LMF/gNB and terminated at the UE. The model input data is generated by the UE itself.
· [bookmark: _Toc142669738]For model monitoring at the NW side, for Case 1/2a/3a, model monitoring decisions performance metrics can be generated by UE/gNB and terminated at LMF.

2.3.2 RAN2 LS Part B
[bookmark: _Ref140132951]Data collection for training
In general, it is assumed that the model inference entity (UE, gNB, or LMF) collect training data samples and sends them to the training data collection entity.
To support supervised learning, a training data sample is composed of (a) the measurement for model input, and (b) ground truth label. The measurement for model input is provided by UE or gNB, similar to the conventional positioning methods. For ground truth label, it is more difficult.
· For obtaining the ground truth labels for AI/ML assisted positioning, LMF can send UE location to the model inference entity (either UE or gNB). Then this entity can derive the timing information type of ground truth label for model output. After that, the model inference entity report training data sample to the training data collection entity. 
· For obtaining the ground truth labels for direct AI/ML positioning, it is assumed that LMF act as the central node and have the most accurate information of the UE's location. For example, the known location of a PRU.

Regarding RAN2 LS question on reporting type and typical latency requirement, for training data collection:
The reporting type can be periodic or triggered.
There is no latency requirement, i.e., non-real time data collection. Offline training is assumed in Rel-18 SI discussion.

For Case 2a and 3a, ground truth labels need to be collected together with timestamp and transmitted from LMF (assumed node to have PRU location knowledge) to the model inference entity (i.e., UE for Case 2a, gNB for Case 3b). The potential specification impact (e.g., LPP, NRPPa) will require RAN2/RAN3 discussion.
For Case 2b and 3b, measurement data needs to be transmitted from measurement collecting node (UE and gNB, respectively) to LMF, so that the LMF can package the measurement data together with ground truth label (i.e., UE location) as one training data sample. The potential specification impact (e.g., LPP, NRPPa) will require RAN2/RAN3 discussion.
For further details for each Case, see Table 6.
[bookmark: _Ref140164248]Table 6. Training Data collection for the positioning use case
	Positioning sub use cases
	Data content
	Data sample information
	Comment

	Case 1, AI/ML assisted
	Candidate model input: CIR, PDP, DP
Candidate model output: Timing estimation; LOS/NLOS indicator
	For model input size, see Table 7.
For model output size:
· If the model is for single-TRP, model output size = one timing value and/or one LOS/NLOS indicator value
· If the model is for multi-TRP, model output size = N'TRP * (one timing value and/or one LOS/NLOS indicator value)
For sending UE location information from LMF to UE: size of LocationInformation IE (UTC time stamp is on the order of 40 bits. LocationCoordinates uses 13 ~ 18 bytes according to TS 23.032)
	Training data samples are collected in UE. 
· Both model input and output are up to UE implementation choice.
· If UE position is not known in UE, UE position is transmitted from LMF to UE, so that ground truth label (e.g., timing info) can be derived by UE.
Training is done on UE side.

	Case 1, direct AI/ML
	Candidate model input: CIR, PDP, DP
Model output: UE position
	For model input size, see Table 7.
For sending UE location information from LMF to UE: size of LocationInformation IE (UTC time stamp is on the order of 40 bits. LocationCoordinates uses 13 ~ 18 bytes according to TS 23.032)
	Training data samples are collected in UE. 
· Model input is up to UE implementation choice.
· If UE position is not known in UE, UE position (ground truth label) is transmitted from LMF to UE.
Training is done on UE side.

	Case 2a
	Candidate model input: CIR or PDP or DP
Candidate model output: Timing estimation and/or LOS/NLOS indicator
	For model input size, see Table 7.
For model output size:
· If the model is for single-TRP, model output size = one timing value and/or one LOS/NLOS indicator value
· If the model is for multi-TRP, model output size = N'TRP * (one timing value and/or one LOS/NLOS indicator value)

For sending UE location information from LMF to UE: size of LocationInformation IE (UTC time stamp is on the order of 40 bits. LocationCoordinates uses 13 ~ 18 bytes according to TS 23.032)
	Training data samples are collected in UE. 
· Model input is up to UE implementation.
· If UE position is not known in UE, UE position is transmitted from LMF to UE, so that ground truth label (e.g., timing info) can be derived by UE.
Training is done on UE side.

	Case 2b
	Candidate model input: CIR or PDP or DP
Model output: UE position 
	For model input size, see Table 7.
For reporting model output: size of LocationInformation IE (UTC time stamp is on the order of 40 bits. LocationCoordinates uses 13 ~ 18 bytes according to TS 23.032)
	Training data samples are collected in LMF.  
· Model input is according to LMF configuration.
· UE position (ground truth label) is known in LMF already.
Training is done on LMF side.

	Case 3a
	Candidate model input: CIR or PDP or DP
Candidate model output: Timing estimation and/or LOS/NLOS indicator
	Similar as Case 2a
	Training data samples are collected in gNB. 
· Model input is up to gNB implementation.
· UE position is transmitted from LMF to UE, so that ground truth label (e.g., timing info) can be derived by gNB.
Training is done on gNB side.

	Case 3b
	Candidate model input: CIR or PDP or DP
Model output: UE position
	Similar as Case 2b
	Training data samples are collected in LMF.  
· Model input is according to LMF configuration.
· UE position (ground truth label) is known in LMF already.

Training is done on LMF side.



[bookmark: _Ref139982566]Table 7. Measurement size of various model input types and coding methods* for the positioning use case
	Measurement size / signalling overhead
	Comments

	Model input = CIR
	Model input = PDP
	Model input = DP
	 

	N'TRP * Nport * Nt * 2 * Breal,CIR 
	N'TRP * 1 * Nt *  Breal,PDP 
	N/A
	Use Nt consecutive samples without sub-sampling

	N'TRP * Nt + N'TRP * Nport * N't * 2 * Breal,CIR
	N'TRP * Nt + N'TRP * 1 * N't * Breal,PDP
	N'TRP * Nt
	Sub-sampling with bitmap. Use bitmap to indicate the timing of the N't samples

	N'TRP * Nport * N't * (Bt + 2 * Breal,CIR)
	N'TRP * 1 * N't * (Bt + 1 * Breal,PDP)
	N'TRP * N't * Bt
	Sub-sampling with direct timing information. Directly indicate the timing of the N't samples


*In Table 7, differential or relative value reporting is not considered, which may affect the exact size of model input reporting.

The variables in Table 7 are:
· N’TRP: number of active TRPs that provide measurements for model input
· Nt: number of consecutive time domain samples collected as model input
· N't: number of selected time domain samples as model input
· Nport: number of transmit/receive antenna port pairs for model input
· Breal,CIR: the number of bits to represent a real value for CIR.
· Breal,PDP is the number of bits to represent a real value for path power for PDP.
· Bt: number of bits to represent the timing information of a tap

According to the agreed RAN1 evaluation assumption for the positioning use case, the baseline assumption is that N’TRP = NTRP = 18 for multi-TRP input. When optimization of model input is pursued, TRP reduction can be done using either Approach 1 or Approach 2:
· For Approach 1 the model input size is proportional to NTRP and some of the inputs are put to zero, hence, N’TRP = 18
· For Approach 2 the model input size is proportional to N’TRP, hence set N’TRP to the truncated number of TRPs.
In Table 8, some example data sample sizes are provided, using existing formats for timing and path power information from 37.355 and 38.455. 
Timing information reporting is defined for UL RTOA and DL RSDT and for relative path delay reporting in the extended additional path list reporting.
· (uplink) UL RTOA and (downlink) nr-RSTD: 16 – 21 bits
· (uplink) Relative path delay, (downlink) nr-RelativeTimeDifference: 9 -14 bits
Path power reporting is defined as
· (uplink) UL-SRS-RSRPP or (downlink) nr-DL-PRS-RSRPP-Result: 7 bits
In Table 8, Bt = 21 and BPDP,real = BCIR,real = 7 is used. It also assumed that Nt = 256 and time domain subsampling (to N’t non-zero taps) with direct timing information is used to represent a data sample. Numbers are shown for N’t = 32 and N’t = 16, and for one data sample and for 1000 data samples. In our understanding, a report of collected training data typically include an accumulated set of measurements collected over time. A report for 1000 samples is provided as an example only to illustrate the potential high-end payload sizes for RAN2 reference, and other numbers can be easily substituted.
 
[bookmark: _Ref140132179]Table 8 Example data sample numbers assuming Nt = 256 subsampled to N’t samples represented with direct timing information, 18 TRPs.
	
	
	Measurement size of one sample [kB]
	Report size for 1000 samples [kB]

	
	N’t
	CIR
	PDP
	DP
	CIR
	PDP
	DP

	Time domain subsampling with direct timing information, N’t samples
	32
	5.04
	2.02
	1.51
	5040
	2016
	1512

	Time domain subsampling with direct timing information, N’t samples
	16
	2.52
	1.01
	0.76
	2520
	1008
	756



[bookmark: _Toc142669739]Regarding RAN2 LS Part B data collection for model training, reply to RAN2 LS with information provided in Table 6, Table 7, Table 8.

Data collection for inference
For the inference phase, the same type of data samples as for the training phase but without the ground truth label are collected. The details are provided in the table below.
[bookmark: _Ref142611693]Table 9. Data collection for inference for the positioning use case
	Positioning sub use cases
	Data content
	Data sample information
	Comment

	Case 1, AI/ML assisted
	Candidate model input: CIR, PDP, DP
Candidate model output: Timing estimation; LOS/NLOS indicator
	For model input size, see Table 7.
For model output size:
· If the model is for single-TRP, model output size = one timing value and/or one LOS/NLOS indicator value
· If the model is for multi-TRP, model output size = N'TRP * (one timing value and/or one LOS/NLOS indicator value)
	· Both model input and output are up to UE implementation choice.
· Neither model input data nor output data need to be transferred from UE to another entity.
· UE position obtained by conventional methods is transferred to LMF as in existing LPP IE. 
Model inference is performed by UE.

	Case 1, direct AI/ML
	Candidate model input: CIR, PDP, DP
Model output: UE position
	For model input size, see Table 7.
For model output size: size of LocationInformation IE (LocationCoordinates uses 13 ~ 18 bytes according to TS 23.032)
	· Model input is up to UE implementation choice.
· Model input data does not need to be transferred from UE to another entity. 
· Model output (UE position) is transferred to LMF as in existing LPP IE. 
Model inference is performed by UE.

	Case 2a
	Candidate model input: CIR or PDP or DP
Candidate model output: Timing estimation and/or LOS/NLOS indicator
	For model input size, see Table 7.
For model output size:
· If the model is for single-TRP, model output size = one timing value and/or one LOS/NLOS indicator value
· If the model is for multi-TRP, model output size = N'TRP * (one timing value and/or one LOS/NLOS indicator value)
	· Model input is up to UE implementation.
· Model output is according to LMF configuration.
· Model input data does not need to be transferred from UE to another entity. 
· Model output (e.g., timing estimation, LOS/NLOS indicator) is transferred to LMF as in existing LPP IE.
Model inference is performed by UE.

	Case 2b
	Candidate model input: CIR or PDP or DP
Model output: UE position 
	For model input size, see Table 7.
For model output size: size of LocationInformation IE (LocationCoordinates uses 13 ~ 18 bytes according to TS 23.032)
	· Model input is according to LMF configuration.
· Model input data is transferred to LMF from UE by enhancing the existing LPP IE.
· Model output data does not need to be transferred from LMF to another entity for AI/ML purpose.

Model inference is performed by LMF.

	Case 3a
	Candidate model input: CIR or PDP or DP
Candidate model output: Timing estimation and/or LOS/NLOS indicator
	Same as Case 2a
	· Model input is up to gNB implementation.
· Model output is according to LMF configuration.
· Model input data does not need to be transferred from gNB to another entity. 
· Model output (e.g., timing estimation, LOS/NLOS indicator) is transferred to LMF as in existing NRPPa IE.
Model inference is performed by gNB.

	Case 3b
	Candidate model input: CIR or PDP or DP
Model output: UE position
	Same as Case 2b
	· Model input is according to LMF configuration.
· Model input data is transferred to LMF from gNB by enhancing the existing NRPPa IE.
· Model output data does not need to be transferred from LMF to another entity for AI/ML purpose.

Model inference is performed by LMF.




According to the agreed RAN1 evaluation assumption for the positioning use case, the baseline assumption is that NTRP = 18 for multi TRP input. When optimization of model input is desired, the model input can be truncated in time or subsampled in time in a similar manner as described for training data in Sec 2.3.2.1.
The impact of TRP reduction using Approach 1 or 2 is also the same as described for training data collection.
For typical data size, see Table 10 below, which is the same as the measurement size of one sample in Table 8. 

[bookmark: _Ref140234708]Table 10 Example data sample numbers assuming Nt = 256 subsampled to N’t samples represented with direct timing information, 18 TRPs.
	
	
	Measurement size of one sample [kB]

	
	N’t
	CIR
	PDP
	DP

	Time domain subsampling with direct timing information, N’t samples
	32
	5.04
	2.02
	1.51

	Time domain subsampling with direct timing information, N’t samples
	16
	2.52
	1.01
	0.76



[bookmark: _Toc142669740]Regarding RAN2 LS Part B data collection for model inference, reply to RAN2 LS with information provided in Table 9, Table 7, Table 10.

Data collection for monitoring
Self-monitoring techniques using model output for both direct AI/ML positioning and AI/ML assisted positioning are possible, see [1]. 
In terms of input to the model monitoring function,
· For AI/ML assisted positioning, if using label-based monitoring, the estimated UE location needs to be sent from LMF to UE (Case 1/2a) or gNB (Case 3a).  The size of estimated UE location can be the same size as LocationInformation IE (UTC time stamp is on the order of 40 bits; LocationCoordinates uses 13 ~ 18 bytes according to TS 23.032). The estimated UE location can be used to obtain the estimated ground truth (e.g., timing information like RTOA) in model monitoring metric calculation.
· For direct AI/ML positioning (Case 1/2b/3b), the model inference entity (UE or LMF) can perform monitoring without input from other entities. 

In terms of output of the model monitoring function,
· For UE-side model (Case 1/2a), UE sends periodic reports of monitoring decisions (e.g., an alarm is sounded for model drift) to the network (LMF). There is no need for model monitoring metric reporting, considering it is difficult to converge on a same model monitoring metric and fully specify it.
· For network-side model (Case 2b/3a/3b), model monitoring is self-contained. There is no need for the model inference entity (gNB or LMF) to report the output of model monitoring function to a different entity.

[bookmark: _Toc142669741]Regarding RAN2 LS Part B data collection for model monitoring, reply to RAN2 LS that: (a). For UE-side model (Case 1/2a), UE sends periodic reports of monitoring decisions to the network (LMF). There is no need for model monitoring metric reporting. (b). For network-side model (Case 2b/3a/3b), model monitoring is self-contained. There is no need for the model inference entity (gNB or LMF) to report the output of model monitoring function to a different entity.

Conclusion
Based on the discussion in the previous sections we propose the following:
Proposal 1	Confirm the first bullet of Assumption 1 for the two-sided CSI compression use case. Exclude the two-sided CSI compression use case for the second bullet of Assumption 1, since the feasibility, reliability and signaling overhead of the UE-sided monitoring methods have not been well studied and concluded in RAN1 for this use case yet.
Proposal 2	Reply to RAN2 LS that in the context of the RAN2 LS, define “Latency” as “Time from measurement to reporting of the measurement”.
Proposal 3	Confirm Assumption 2 for the two-sided CSI compression use case, after clarifying the definition of "latency".
Proposal 4	Confirm Assumption 3 for the two-sided CSI compression use case.
Proposal 5	Reply to RAN2 LS that for Assumption 4, the 2nd, 3rd, and 4th sub-bullets for the CSI-compression use case with two-sided AI/ML model need to be revised as follows:
	For NW-sided model inference, input data and assistance information (if needed) can be generated by UE and terminated at gNB.
	For UE-sided model inference, input data/ assistance information (if needed) can be generated by gNB and terminated at UE.
	For model monitoring at the NW side, ground truth labels (e.g., target CSI for two-sided CSI compression use case) can be generated by UE and terminated at gNB.
Proposal 6	Regarding RAN2 LS Part B data collection for model training, reply to RAN2 LS that for the two-sided CSI compression use case, for generalized models, RAN2 can assume that
a.	The data content would be an enhanced version of the eType-II format with new parameters, plus some assistance information, e.g., timestamp, measurement ID, etc.
b.	The typical size for one measurement sample will be in the range of 750 bits to 2500 bits, and there could be e.g., 10 to 1000 measurements per report.
c.	The content of assistance information and the size of it has not been concluded in RAN1.
d.	The reporting type can be periodic or event-triggered.
e.	There is no latency requirement, i.e., non-real time training data collection is assumed. Offline training is assumed in Rel-18 SI discussion.
Proposal 7	Regarding RAN2 LS Part B data collection for model training, reply to RAN2 LS that for the two-side CSI compression use case, data collection for inference will be handled by RAN1 as in legacy CSI reporting.
Proposal 8	RAN1 to define the terms real time monitoring and non-real time monitoring and inform RAN2 in the reply LS.
Proposal 9	For non-real-time monitoring, the reports need to include contextual information as assistance information, e.g., what UE configuration is used for the operations and monitoring, for the different measurement occasions, as well as the original CSI report.
Proposal 10	Regarding RAN2 LS Part B data collection for monitoring, reply to RAN2 LS that for the two-sided CSI compression use case with UE-sided monitoring, RAN2 can assume that UE may report the monitoring metrics including periodic/semi-persistent and aperiodic reporting. No conclusion has been made in RAN1 on what monitoring metrics shall be reported for the two-sided CSI-compression use case.
Proposal 11	Regarding RAN2 LS Part B data collection for monitoring, reply to RAN2 LS that for the two-sided CSI compression use case with NW-sided monitoring, RAN2 can assume
a.	For real-time monitoring, the same measurement sample formats and sizes shown in Table 1 for model training can be reused for model monitoring. However, the reporting comes with a latency requirement and is thus reported per measurement occasion.
b.	For non-real-time monitoring, the same measurement sample formats and sizes shown in Table 1 for model training can be reused for model monitoring. In addition, contextual data is needed, e.g., what UE configuration is used for the operations and monitoring, as well as the original CSI report, for each measurement occasion.
Proposal 12	In Assumption 1 for the one-sided CSI prediction use case, for UE-side (real-time) monitoring of the UE-sided model regarding aperiodic CSI prediction, performance metrics may not be available inside the UE. Hence, RAN1 needs to define procedures for CSI-RS transmission in the time slots corresponding to the predicted CSI.
Proposal 13	Confirm Assumptions 2,3 and 4 for the one-sided CSI prediction use case.
Proposal 14	For UE-sided CSI prediction use case, data content, data size and reporting type regarding data collection for training can be an implementation issue at the UE side if training data collection is not standardized. Otherwise, reporting format for training data collection needs to be defined.
Proposal 15	For UE-sided CSI prediction use case, data content, data size and reporting type regarding data collection for inference can be an implementation issue at the UE side.
Proposal 16	For UE-sided CSI prediction use case, regarding data collection for network-sided performance monitoring, the performance metric information from UE to network can be error variance of the reported predicted CSI compared to the measured CSI at the same time slot or error variance of the reported predicted CSI based on UE best estimation.
Proposal 17	For UE-sided CSI prediction use case, regarding data collection for network-side performance monitoring, the performance metric information from UE to network can be real-time performance metric or long-term performance metric depending on network configuration.
Proposal 18	Confirm Assumption 1 for the beam management use case.
Proposal 19	Confirm Assumption 2 for model training and inference for the BM use case. Regarding real-time monitoring, it is challenging for RAN1 to define such latency requirements since there is currently no definition for such procedure.
Proposal 20	Confirm Assumption 3 for the beam management use case.
Proposal 21	For Assumption 4 for the beam management use case, consider the following amendments to bullet 2 and bullet 3,
o	For NW-side model inference, input data and assistance information (if needed) can be generated by UE and terminated at gNB.
o	For UE-side model inference, input data/assistance information (if needed) can be generated by gNB and terminated at UE.
Proposal 22	Regarding data collection, reply to RAN2 to consider the examples scenarios in Table 2, Table 3 and Table 4 as a starting point for discussion.
Proposal 23	Regarding RAN2 LS Part B data collection for model inference, reply to RAN2 LS that latency can be according to existing requirements for beam measurement.
Proposal 24	Regarding RAN2 LS Part B data collection for model monitoring, reply to RAN2 LS to consider Table 5 and that there is no stringent latency requirement for the beam prediction performance metrics.
Proposal 25	Reply to RAN2 LS that the 2nd bullet of Assumption 1 does not apply to label-based model monitoring of AI/ML assisted positioning, since the UE needs to receive data from LMF.
Proposal 26	Reply to RAN2 LS that for Assumption 3, while it is fine to focus on RRC_CONNECTED state as a starting point, AI/ML based positioning can be performed when a UE is in RRC_INACTIVE state, the same as in existing specification.
Proposal 27	Reply to RAN2 LS that for Assumption 4, the 1st, 3rd, and 4th sub-bullets for the positioning use case need to be revised.
	For model training, the measurement data for model input training data can be generated by UE/gNB and terminated at LMF/OTT server; the ground truth label corresponding to model output can be generated by LMF.
	For UE-side model inference, input data/assistance information can be generated by LMF/gNB and terminated at the UE. The model input data is generated by the UE itself.
	For model monitoring at the NW side, for Case 1/2a/3a, model monitoring decisions performance metrics can be generated by UE/gNB and terminated at LMF.
Proposal 28	Regarding RAN2 LS Part B data collection for model training, reply to RAN2 LS with information provided in Table 6, Table 7, Table 8.
Proposal 29	Regarding RAN2 LS Part B data collection for model inference, reply to RAN2 LS with information provided in Table 9, Table 7, Table 10.
Proposal 30	Regarding RAN2 LS Part B data collection for model monitoring, reply to RAN2 LS that: (a). For UE-side model (Case 1/2a), UE sends periodic reports of monitoring decisions to the network (LMF). There is no need for model monitoring metric reporting. (b). For network-side model (Case 2b/3a/3b), model monitoring is self-contained. There is no need for the model inference entity (gNB or LMF) to report the output of model monitoring function to a different entity.
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Appendix: Reference information for positioning

[bookmark: _Toc37681197][bookmark: _Toc46486769][bookmark: _Toc52547114][bookmark: _Toc52547644][bookmark: _Toc52548174][bookmark: _Toc52548704][bookmark: _Toc124534661]–	NR-DL-TDOA-LocationInformation
The IE NR-DL-TDOA-LocationInformation is included by the target device when location information derived using NR DL-TDOA is provided to the location server.
-- ASN1START

NR-DL-TDOA-LocationInformation-r16 ::= SEQUENCE {
	measurementReferenceTime-r16	CHOICE {
			systemFrameNumber-r16			NR-TimeStamp-r16,
			utc-time-r16					UTCTime,
			...
			}															OPTIONAL,
	...,
	[[
	locationCoordinates-r17					LocationCoordinates			OPTIONAL,	-- Cond batch1
	locationSource-r17						LocationSource-r13			OPTIONAL	-- Cond batch2
	]]
}

-- ASN1STOP

	NR-DL-TDOA-LocationInformation field descriptions

	measurementReferenceTime
This field specifies the time for which the location estimate is valid.

	locationCoordinates
This field provides a location estimate using one of the geographic shapes defined in TS 23.032 [15]. NOTE 1.

	locationSource
This field provides the source positioning technology for the location estimate. NOTE 1.
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