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1. Introduction
In this contribution, we summarize issues regarding AI/ML general aspects agenda in RAN1 #113. 

1.1 Contact information
Please provide/update your contact information.
	Company
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	Moderator (Qualcomm)
	Taesang Yoo
	taesangy@qti.qualcomm.com 
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	Peng SUN
	sunpeng@vivo.com
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	Xingqin Lin
	xingqinl@nvidia.com

	Google
	Yushu Zhang
	yushuzhang@google.com
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	Jia SHEN
	sj@oppo.com

	Xiaomi
	Qin MU
	muqin@xiaomi.com
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	Chunhui (Allan) Zhu
	chunhui.zhu@futurewei.com

	Ericsson
	Henrik Ryden
	henrik.a.ryden@ericsson.com
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	Haruhi Echigo
	haruhi.echigo.fw@nttdocomo.com

	NEC
	Peng Guan
	guan_peng@nec.cn

	LG Electronics
	Jiwon Kang
	jw.kang@lge.com 

	Lenovo
	Jianfeng Wang
Vahid Pourahmadi
	wangjf20@lenovo.com
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	Mediatek
	Yuanyuan Zhang
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	Guozeng, ZHENG
	zheng.guozeng@zte.com.cn
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	KDDI
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	Wang Xin
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	Hualei Wang
	Hualei.wang@unisoc.com 

	ETRI
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Anseok Lee
	hjunpark@etri.re.kr
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	CMCC
	Yuhua Cao
Yi Zheng
	caoyuhua@chinamobile.com 
zhengyi@chinamobile.com

	Panasonic
	Hidetoshi Suzuki
	suzuki.hidetoshi@jp.panasonic.com 

	Nokia
	Keeth Jayasinghe
	Keeth.jayasinghe@nokia.com 

	Samsung
	Ameha
	amehat.abebe@samsung.com 

	Intel Corporation
	Bishwarup Mondal
	bishwarup.mondal@intel.com 

	SEU
	Jiajia Guo
	jiajiaguo@seu.edu.cn 

	Sony
	Hiroki Matsuda
	hiroki.matsuda@sony.com 

	Huawei, HiSilicon
	Yuan Li
	liyuan3@huawei.com 

	Apple
	Huaning Niu
	huaning_niu@apple.com 

	Rakuten Mobile
	Koichiro Kitagawa
	koichiro.kitagawa@rakuten.com 
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	Xiaofeng Liu
	Liuxiaofeng1@caict.ac.cn 

	InterDigital
	Moon-il Lee
	Moonil.lee@interdigital.com 
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	Georgios Kontes
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	georgios.kontes@iis.fraunhofer.de
ebrahim.amiri@iis.fraunhofer.de 
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	Jeeva Keshav S
Sai Prasanth
Anil Kumar Yerrapragada
Rohit Singh
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	jeevak@5gtbiitm.in
saiprasanth@5gtbiitm.in
anilkumar@5gtbiitm.in
rohit@5gtbiitm.in
venkatasiva@5gtbiitm.in

	TCL
	Jack 
Ahmed Mikaeil
Qu Miao 
	xiaoyong.tang@tcl.com
ahmed.mikaeil@tcl.com
miaoqu.tcl.com

	China Telecom
	Bei Yang
	yangbei1@chinatelecom.cn

	New H3C
	Lei Zhou
	zhou.leih@h3c.com 

	Continental Automotive
	Hojin Kim
	hojin.kim@continental.com






2. Summary of contributions in RAN1#113
2.1 Definitions of terms, symbols and abbreviations

2.1.1 Proposals for changes
Company proposals
Fraunhofer:

Proposal 1: Change the Reinforcement Learning (RL) Definition as follows:
Reinforcement Learning (RL): A process of training an AI/ML model (policy) to interact with an environment and take actions (model’s output) based on the environment’s current state (model’s input), with the goal of maximizing the expected cumulative reward (feedback signal). For the AI/ML model (policy) training, direct interaction with the environment, available logged data from the environment, or a combination of both can be used.

ZTE:
	Model activation
	enable an AI/ML model for a specific function AI/ML-enabled feature

	Model deactivation
	disable an AI/ML model for a specific function AI/ML-enabled feature

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function AI/ML-enabled feature





2.1.2 New terminologies 
Company proposals
Fraunhofer:

Proposal 5: The following concepts/terms shall be introduced:
· Fault: a specific problem caused by the performance degradation of the AI/ML model. For example, for a beam management model, the RSRP/SINR values of the chosen beams are declining.
· Fault indication: signs that could imply the existence of a fault. For example, a mismatch between the statistics of input data in the AI/ML model during Inference and the training data for the specific AI/ML model, could indicate a problem on the model’s performance.
· Fault type or root cause of a fault: the underlying reason a fault is observed. For example, we have a blockage or reflections in the radio environment and the AI/ML model’s performance degrades, as it is not trained for this. 

Issue 7-1: terminologies
[bookmark: _Hlk135802420][FL1][FL2][FL3][FL4] Proposal 7-1a:
[bookmark: _Toc17902][bookmark: _Toc31337][bookmark: _Toc12514]Revise the following terminologies for model activation, model deactivation, and model switching as follows
	Model activation
	Enable an AI/ML model for a specific function AI/ML-enabled feature

	Model deactivation
	Disable an AI/ML model for a specific function AI/ML-enabled feature

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function AI/ML-enabled feature




	
	Yes
	No

	Agree?
	 Vivo, Panasonic, Futurewei
	

	Company
	Comments

	vivo
	Support

	Indian Institute of Tech (M)/IIT Madras
	We agree with the revised terminologies. 

	OPPO
	Agree.

	ZTE
	Support.

	NTT DOCOMO
	Generally support the proposal. But prefer the small modification of model switching description to make it more clear.
Deactivating a currently active AI/ML model and activating a different AI/ML model forwithin a specific function AI/ML-enabled feature

	Google
	We do not see a strong motivation for the change. But if majority is ok, we can also accept the proposal.

	Futurewei
	Support

	Fujitsu
	Regarding model switching, there are two potential cases:
1. The activated model and deactivated model belongs to the same functionality
2. The activated model and deactivated model belongs to different functionalities.
For case 2, it covers functionality switching, is it the intention to do this modificiton?
[Mod] No. It’s just an editorial change to make the terminologies more in line with where we are.

	Lenovo
	Agree

	NEC
	Generally OK.

	LG
	OK

	KDDI
	Support.

	ETRI
	Support.

	CAICT
	Support.

	Ericsson
	Support. This is more inline with other agreements.

	Samsung
	Ok

	Mediatek
	OK

	CATT
	OK

	TCL 
	Support 

	Sony
	Support

	Xiaomi
	Support

	AT&T
	Support




2.2 General AI/ML Framework
2.2.1 [bookmark: _Hlk127794106]Description of the stages of Machine Learning
Previous agreements
	RAN2 #121-bis-e Agreement
The general AI/ML framework consist of, (i) Data Collection, (ii) Model Training, (iii) Model Management, (iv) Model Inference, and (v) Model Storage.



[bookmark: _Hlk135397074]Company proposals
FUTUREWEI:
Proposal 1: RAN1 to take the RAN2 decision on functional framework as the base and handle the rest of the discussion going forward, instead of leaving it to RAN2.
Proposal 2: Adopt the functional framework in Figure 2 as the starting point for RAN1 AI/ML study item. Note the dash lines indicate the operation/data/signaling may or may not be needed depending on where the model is stored in network entities.

[image: Graphical user interface, application, Teams

Description automatically generated]
Figure 2. Proposed AI/ML functional framework

Huawei, HiSilicon:
Proposal 1: Figure 1 can be considered as the diagram for high-level general AI/ML framework.
[image: A picture containing black, darkness

Description automatically generated]
[bookmark: _Ref126587012]Figure 1 Diagram of the general framework for air-interface AI/ML

ZTE:
[bookmark: _Toc12922][bookmark: _Toc17215][bookmark: _Toc13826]The functional framework about the relationship between different functions should be discussed in RAN1. The entity mapping for the functions in the functional framework can be further discussed by RAN2.
[bookmark: _Toc21236][bookmark: _Toc22496][bookmark: _Toc18423]Adopt the following functional framework as a starting point for further discussion:
[image: A picture containing text, screenshot, font, design

Description automatically generated]
Fig.1 Functional framework
Vivo:


Figure 6-2: Updated general framework of AI for air interface.
Proposal 17: Based on the Framework for RAN intelligence, RAN1 to introduce an updated general framework that can reflect the key components of AI for air interface.

Spreadtrum:
[image: A black background with blue arrows

Description automatically generated with medium confidence]
Figure 2. Functional Framework for AI/ML enabled air interface
Proposal 1: The general framework of Figure 2 can be considered as the AI functional framework for the air interface.

CATT:
[image: A picture containing text, screenshot, font

Description automatically generated]
[bookmark: _Ref114492203]Figure 1 Functional framework of AI/ML in NR air interface
Proposal 2: Adopt Figure 1 in R1-2304721 as the diagram for AI/ML framework in NR air interface.
Proposal 3: Discuss whether to introduce functional framework diagram for functionality-based LCM.
· If introduced, it is preferred to reuse the one for model-ID-based LCM as much as possible.

Intel:
[image: A diagram of a model

Description automatically generated with low confidence]
Figure 1: Functional framework
Proposal-1 (framework): Support a modification of the RAN3 functional framework (37.817) by using components according to the agreed terminology in RAN1 (including model storage introduced in RAN2)

Ericsson:
Proposal 1 [bookmark: _Toc135045672]Adopt the model functional framework in Figure 1 for anchoring discussions related to model LCM.

[image: ]
[bookmark: _Ref127432881]Figure 1. A functional framework for discussing model LCM aspects.

Fujitsu:
[bookmark: _Hlk135043999]Proposal-1: To cover the monitoring methods that are not performance-based, it is suggested that the name of model management/performance monitoring is changed to model monitoring/management in the framework diagram.

Proposal-2: Adopt the diagram in Figure-1 as a starting point of general framework diagram. Further updates can be added according to RAN1/2 future discussions.
· Note: the block and arrows with dish line need to be further studied.



Figure-1 General framework diagram.

Xiaomi:
[image: ]
Figure 2 Proposed updated diagram of LCM

LG: 
Proposal #1: Support AI/ML functional framework for air interface.
· Modification from the functional framework in TR37.817 can be considered (e.g. removing actor function, adding model management function)
· Coordination with RAN2 is necessary for this topic

CAICT:
[image: A picture containing text, screenshot, font, number

Description automatically generated]
Fig.1 Sample of general AI/ML framework
Proposal 1: The general AI/ML functional architecture could be agreed in RAN2 to avoid duplicate discussion.
MediaTek:
Model Inference
Model Training
Model Management
Model transfer/ delivery

Model Performance Feedback
Outputs
Training data
Inference data
Data collection
Model Storage
Model Deployment/Model delivery

Model control
Monitoring data

Figure 1 Example of Functional Framework for AI/ML over air interface
[bookmark: OLE_LINK86][bookmark: OLE_LINK87][bookmark: OLE_LINK710][bookmark: OLE_LINK711]Proposal 1: The AI/ML functional framework for air interface includes the functions of data collection, model training, model storage, model inference and model management. RAN1 takes Figure 1 as starting point for functional framework discussion. 
Nvidia:
Proposal 1: The defining stages of AI/ML related algorithms, including the model generation, e.g., model training (including input/output, pre-/post-process, online/offline, etc.), model validation, model testing, the model inference operation, e.g., input/output, pre-/post-process, and the associated complexity, need to be analysed case by case.

Apple:
[image: ]

Fig 2: Proposed functional framework with performance monitoring

Proposal 12: Use TR 37.817 functional framework as the starting point for RAN1 functional framework discussion. 

Proposal 13: Considering additional performance monitoring block in the functional framework.  

Lenovo:
[image: A screenshot of a cell phone

Description automatically generated with low confidence]
[bookmark: _Ref110588523]Figure 1 A high-level functional framework for the study on AI/ML for NR air interface.
Proposal 1: Adopt Figure 1 as the general functional framework, including Data Collection, Model Training, Model Management, Model Inference and optional Model Storage, where at least the Model Management and Model Inference are in RAN.
Qualcomm:


[bookmark: _Ref127433945]Figure 1: A general AI/ML framework

Proposal 1: Adopt the general AI/ML framework diagram shown in Figure 1.

Proposal 2: Model storage can be necessary for the general AI/ML framework to reflect all cases in “Model transfer/delivery agreement” in RAN1 #112.

ATT:
Proposal 1: Study a common framework for model and functionality identification to indicate a common understanding between network and UE across all sub-use cases. 

Proposal 2: include the following blocks as a starting point for high-level AI/ML framework diagram: 
Data collection, model training, model management/performance monitoring, model inference. Model storage.

Proposal 3: The following figure is used as the starting point for general AI/ML framework.
Model deployment/delivery/transfer

Note: 
· A block may be implemented in one or multiple entities, some of which may be 3GPP or non-3GPP entities.
· The interaction between block may or may not have impact on 3GPP signaling. 


NEC:
[image: Diagram

Description automatically generated with low confidence]
Figure 1 AI/ML Framework Description
Proposal 1: Adopt Figure 1 as starting point for discussion for AI/ML functional framework and discuss the potential enhancements to support different use cases/variations of AI/ML models.

TCL Communication:
Proposal 1: The MEC can be taken as the Starpoint for AI/MI model LCM, and RAN should focus on AI/ML model inference-relate processes designing, including configuration, active/deactivate/switching mechanism, monitoring and CSI enhancement etc.
Indian Institute of Tech (M), IIT Kanpur:

Figure 1: Block diagram representation of different stages of AI/ML General Framework

















Issue 7-2: framework diagram
[FL1][FL2][FL3][FL4] FL remark 7-2a:
The FL thank companies for proposals regarding the framework diagrams. Generally, companies think that the diagram from 6-1c of the last meeting, copied below, is a good starting point, and companies have various proposals for modifications. 

[image: A diagram of a model

Description automatically generated with low confidence]

However, given that RAN2 is also discussing this, the FL would like to dedicate the meeting time on other more important topics.
There was also a proposal on whether the group needs to consider to add a similar diagram for a functionality-based LCM. 
Please share your views on this.

	Company
	Comments

	vivo
	Support the diagram.

	ZTE
	It’s not an important issue in our thinking. It’s fine to only capture general aspects.
A separate diagram for functionality-based LCM is not necessary. Our suggestion is to have separate blocks for model management and performance monitoring. The model storage can be kept, which doesn’t imply the actual entity mapping. Therefore, it’s fine to merge model management and model storage.

	Panasonic
	OK with FL suggestion.

	Huawei/HiSilicon
	As not all the blocks in the diagrame are mandatory (e.g., select, switch, model delivery/transfer/update), this diagram seems also applicable to functionality based LCM (where model select/switch is not needed).

	NTT DOCOMO
	Share the same view as FL.

	Google
	We suggest we split the data collection into 3 blocks (training, monitoring and inference), as the data collection for the 3 functionalities could be different.
We also suggest we use ‘dot-line’ for ‘model training control’, as this could be an optional step.

	Futurewei
	· Given that RAN1 has spent quick some time on this diagram, we think RAN1 is very close to reaching agreements. As we mentioned, RAN2 discussed it once during online meeting time and they tried to reach agreement. We think RAN1 has better understanding about the air-interface use cases and requirements so RAN1 should lead and complete the discussion/work on the general framework. However, RAN1 does need to coordinate well with RAN2.
· We support using the diagram as the starting point and incorporate acceptable comments from last meeting, for example, adding model deployment for the arrow from Model Storage to Model Inference.

	Fujitsu
	OK with the suggesiton

	Lenovo
	Generally OK, and we suggest to add a dot line from ‘Model management’ to ‘Model storage’. We think another diagram for functionality-based LCM could not be necessary, since the operations on the AI/ML models have the same intentions.

	NEC
	OK with the proposed diagrams. Also OK with FL suggestions.

	LG
	Our understanding of this diagram is to explain how AI/ML algorithm operates for air-interface and not directly related to spec enhancements. Thus, not sure the need for different diagram for different LCM approaches. 

	ETRI
	Support.

	CAICT
	Support.

	Ericsson
	Share the view that we can await RAN2 progress.

	Samsung
	To be more generic the following can be modified: “model/functionality management/performance monitoring”. 

This block doesn’t cover on-device training. Is that FL’s intention? 

	Mediatek
	Can be left to RAN2 discussion.

	CATT
	Generally OK. But share the view that duplicate work with RAN2 should be avoided.

	TCL 
	OK , But this should be discussed in RAN2.

	Sony
	OK with FL suggestion.

	Xiaomi
	We are OK with FL’s suggestion

	AT&T
	Fine with FL suggestion.





2.2.2 Collaboration levels
[bookmark: _Hlk135397078]Previous agreements
	 Agreement (from RAN1 #109-e)
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 

Working Assumption (from RAN1 #110-bis-e)
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: Other procedures than model transfer/delivery are decoupled with collaboration level y-z.
· Clarifying note: Level y includes cases without model delivery.

Agreement (from RAN1 #110-bis-e)
· Clarify Level x/y boundary as:
Level x is implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement (e.g., LCM related signalling, RS) collaboration between network and UE.
(Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration. The AI/ML approaches can be used as baseline for performance evaluation for future releases.)




Company proposals
CATT:
Table 1 Relationship between collaboration levels, functional/model identification and LCM procedures
	Identification 
	Model transfer
	Collaboration level
	LCM procedure within 3GPP

	No identification 
	N/A
	Level x
	No. LCM is out of 3GPP network.

	Functionality identification
	Not support
	Level y
	Functionality-based LCM, e.g. AI/ML functionality activation/deactivation, fallback to non-AI/ML based approach, performance monitoring.

	Model identification
	Not support
	Level y
	Model-ID-based LCM (without model transfer), e.g. AI/ML model activation/deactivation, model selection/switching/monitoring, etc.

	
	Support
	Level z
	Model-ID-based LCM, all LCM procedures in level y + model transfer.


Proposal 4: From UE’s perspective,
· If UE/UE-side supports functionality identification, collaboration level y can be achieved. Functionality-based LCM can be supported, e.g. AI/ML functionality activation/deactivation, fallback to non-AI/ML based approach, performance monitoring.
· If UE/UE-side supports model identification but not model transfer, collaboration level y can be achieved. Most model-ID-based LCM procedures within 3GPP network can be supported, e.g. AI/ML model activation/deactivation, model selection, model switching, model monitoring, fallback, etc.
· If UE/UE-side supports model identification and model transfer, collaboration level z can be achieved. All model-ID-based LCM procedures can be supported. 
Sony:
Proposal 1: RAN1 should prioritise the study of collaboration level y&z between transmitter and receiver to identify issues and solutions.
LG: 
Proposal #9: For collaboration level z, RAN1 should focus on RAN1-specific issues only or deprioritize it for further study.
CMCC:
Proposal 1: Confirm the working assumption on Level y-z boundary.
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: Other procedures than model transfer/delivery are decoupled with collaboration level y-z.
· Clarifying note: Level y includes cases without model delivery.

Nvidia:
Proposal 2: RAN1 to further clarify the meaning of “dedicated AI/ML-specific enhancement.” 
· For example, if RAN1 introduced the feature that “UE to report the measurement results of more than 4 beams in one reporting instance” for AI/ML based beam management, would the feature be qualified as “dedicated AI/ML-specific enhancement”?
Rakuten: 
Proposal 1
Confirm the following working assumption:
· Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: other procedures than model transfer/delivery are decoupled with collaboration level y-z
· Clarifying note: Level y includes cases without model delivery.


Proposal 2 
Further clarification of the AI/ML collaboration Level y includes:
· Level y-1: NW based AI/ML application
· Level y-2: Dual-sided AI/ML application
· Level y-3: UE based AI/ML application
The above clarification can be independently defined as framework, instead of clarification of the collaboration levels.


Proposal 3
For collaboration level z, controllable model parameters should be aligned with collaboration level y, at least.

NEC:
Proposal 21: Support to define network-UE collaboration levels based on one-sided AI/ML model or two-sided AI/ML model.



2.2.3 ML model Life Cycle Management
Previous agreements
	RAN1 #110 Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses. 




2.2.3.1 Data collection
Previous agreements
	Conclusion from RAN#1 110-bis-e
Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

RAN2 #121 agreement
Proposal 1: - RAN2 to simultaneously focus on studying data collection solutions for both NW- and UE-sided AIML models, including assistance signalling and (dataset) reporting from the concerning entity.​ 
Proposal 2: -  Study RAN2 implications of data collection for all concerning LCM purpose, e.g., model training/monitoring/selection/update/inference/etc.​ 
Proposal 3: -  RAN2 to separately analyse the data collection requirements and solutions for the different LCM purposes. FFS if general frameworks/solutions could be adopted.​ 
Proposal 4: - Wait for RAN1 requirements before discussing specific data collection solutions for use cases and for the related (LCM) procedures. In the meantime, RAN2 can summarize the implementation of existing frameworks while focusing on different performance metrics.​ 
Proposal 5: - When summarizing the different data collection frameworks, RAN2 can start by considering the following metrics: a) the content of the data, b) the data size, c) latency and periodicity, d) signalling, entities involved, and configuration aspects. FFS on how to handle security/privacy.​ 
Proposal 6: - Consider the following existing frameworks as starting points to be considered for data collection: SON & MDT, UE assistance information, RRM measurement reports, CSI reporting framework, LPP Provide location information. FFS whether other frameworks should be discussed.​ 
Proposal 7: - Upon receiving specific (RAN1) requirements, RAN2 to decide whether the existing frameworks can be reused/extended, or whether a new framework is required.
Proposal 8: - For data collection, RAN2 will simply keep progressing and will inform of concerning agreements to RAN1 when necessary

P1-P8 are loosely endorsed with the understanding that we can also go beyond, e.g., analyse other methods. 

RAN2 #121 agreement
R2 may consider including the existing EVEX framework for this SI, FFS exactly what this means, can discuss next meeting

RAN2 #121-bis-e Agreement
•	Extend the previously endorsed table with 3 columns: Inference, Monitoring and Training, and explain in free text the applicability of the data collection method to the LCM purpose and the use case(s).
•	P1: RAN2 to understand/determine/capture requirements of data collection for the LCM functionalities and document the results. FFS on the exact presentation format. Expect RAN1 to provide some related information. 
•	P2: RAN2 to capture the analysis (see P1 above) separately for the use-cases, i.e., CSI feedback enhancement, beam management and positioning enhancement.  FFS how we do the formatting/presentation of the results. 
•	P3: Study the applicability (and limitations) of each identified data collection framework for each of the identified LCM purposes, i.e., inference, monitoring and (offline) training. FFS how we do the formatting/presentation of the results.
•	P4: With more progress on architectural discussion, consider the suitability of each identified data collection framework for the termination points and mapping with the location of LCM purposes/functions (inference, monitoring, (offline) training) 
- Model sidedness (UE side, NW side, two sided) FFS 
- Use case mapping FFS
•	P5: RAN2 to modify the previously endorsed table by adding 3 additional columns: inference; monitoring and (offline) training. Whether to, and how to further restructure the table is FFS.




Company proposals
Ericsson
Proposal 19: Regarding NW-sided training data collection, send an LS to RAN2 taking the following requirements into account for each use case, with example values below for BM/CSI use case as a starting point,
	Use case
	Size of one data sample (ballpark numbers)
	Type of data
	Latency requirement
(time to collect 1,…N samples)

	Periodicity req.
(how often gNB should collect samples)
	Direction

	BM-spatial pred.
	~1k bits (supporting >100 of beams in set A+B)
	L1-RSRP
	Non-real time
	Days/Weeks
	UE-gNB

	CSI compression
	~13k 
	High-resolution CSI
	Non-real time
	Days/Weeks
	UE-gNB

	….
	
	
	
	
	



Proposal 20: Regarding NW-sided monitoring data collection, send an LS to RAN2 taking the following requirements into account for each use case, with example values below for BM/CSI use case as a starting point,
	Use case
	Size of one data sample (ballpark numbers)
	Type of data
	Latency requirement
(time to collect 1,…N samples)

	Periodicity req.
(how often gNB should collect samples)
	Direction

	BM-spatial pred.
	~1k bits (supporting >100 of beams in set A+B)
	L1-RSRP 
	FFS
	FFS
	UE-gNB

	CSI compression
	~13k 
	High-resolution CSI
	FFS
	FFS
	UE-gNB

	….
	
	
	
	
	


FutureWei:
Proposal 3: Consider at least the following aspects when studying data collection and, if applicable, the corresponding potential specification impact related to data collection:
· Measurement configuration and reporting
· Contents, type and format of data including:
· Data related to model input
· Data related to ground truth of model output 
· Quality of the data
· FFS: how to indicate quality of the data
· Other information
· Signaling of assistance information for categorizing the data
· Note: The study should consider the feasibility of disclosure of proprietary information
· Signaling for data collection procedure
· Method of indicating the capabilities (e.g., storage capacity) of one side to the other side
· Mechanisms of reducing the size of data needs to be transmitted over the air interface
· Note 1: Use-case specific details can be studied in respective agenda items
· Note 2: Signaling mechanism details can be studied by appropriate working groups.

Continental Automotive
Proposal 3: Data subsetting is used to split the complete dataset collection for selective data transfer based on data quality measurement.
Proposal 4: Mapping relationship between data collection and assistance information is used to further reduce signaling overhead related to data collection of each LCM phases.
Vivo
Proposal 18: Study the following assistance information for data collection:
· Assistance information for categorizing the data/dataset;
· Additional conditions, such as cell ID, timestamp and SNR.

Proposal 19: Study the data compression for multiple samples in collected data reporting.
ZTE
Proposal 4: 	Send LS to RAN2 about the identified requirements in RAN1 on data collection for various use cases and LCM purposes, at least consider the following aspects:
· Report type and content;
· Data size per reporting;
· Report latency and periodicity;
· The amount of data samples.
· Note: the following table can be adopted for collecting the requirements:
	Use case
	Report type
	Report content
	Data size per reporting
	Report latency
	Report periodicity
	The amount of samples (if applicable)
	LCM purposes (e.g., model training, model monitoring or model inference)



Proposal 5: 	 For the purpose of identifying a dataset between network side and UE side, further define the following terminology:
· Dataset identification: A process/method of identifying a dataset for the common understanding between the NW and the UE
· Note: The process/method of dataset identification may or may not be applicable.
· Note: Information regarding the dataset may be shared during dataset identification.

Huawei, HiSilicon
Proposal 5: Study the potential spec impact of data collection from realistic networks for supporting the LCM of AI/ML model, including at least:
· Enhanced/dedicated RS design.
· Enhanced UE measurement/report.
· Type/format of the data sample(s).
· Signaling for indicating/requesting data collection.

Proposal 6: For data collection, study the procedure/signaling to generate/carry data sample(s), including both L1 and L3 measurement/reporting.

Proposal 7: Study the following aspects to improve the quality of dataset during data collection:
· Improving the quality of data samples, e.g., improving the accuracy of the measured labels.
· Indicating the quality requirement of data samples to be reported.

Proposal 8: The necessity of introducing new assistance information for data collection/categorization needs to be clarified/justified, considering:
· UE can sense the scenario autonomously without being notified by gNB or with legacy signaling.
· The categorization or granularity of the scenarios identified by Network vendor may not match the categorization principle of the UE side.
· Generalized model can be trained over scenarios/configurations.

Proposal 9: The assistance information for data collection/categorization, if studied, should be in forms of virtualized ID to avoid the disclosure of proprietary.
· Such assistance information can be sent from Network to UE or from UE to Network.

Proposal 10: Send the following LS to RAN2 to provide RAN1 observations on data collection.
	2. Overall Description:
RAN1 has identified NW side data collection is one of the key procedures of AI/ML model LCM and may be performed for different purposes e.g., model training and model monitoring. Data collection may have different requirements depending on the purpose and sub use case.
Note: the size of dataset collected by the Network side depends on the purpose (e.g., training or monitoring), requirement (e.g., required performance of the model, whether the training is from scratch or fine-tuning, etc.) and UE capability (e.g., number of data samples supported by UE), and the NW side dataset can be constructed by collecting data from multiple Ues, so RAN2 could assume the number of data samples within one message of data collection for per UE is flexible/configurable and subject to the current capacity of RRC signaling.
2. Actions
To TSG RAN WG2
ACTION: 	RAN1 respectfully asks RAN2 to take the following RAN1 observations into account.
Table 1 Data collection requirements for model training
	
	Size of one data sample
	Type of data
	Latency requirement
	Frequency requirement
	Direction

	CSI compression
	1000~6000 bits
	Eigenvector
	Non real time
	Several days, weeks or months
	UE->gNB

	Beam prediction in spatial domain
	250~1000 bits
	RSRP (set A/set B)
	Non real time
	Several days, weeks or months
	UE->gNB

	Beam prediction in temporal domain
	250~1000 bits
	RSRP (set A/set B)
	Non real time
	Several days, weeks or months
	UE->gNB

	Direct AI/ML positioning
	~8000 bits
	Multipath Profile
	Non real time
	Several days, weeks or months
	UE/PRU->LMF (Case 2b)
gNB->LMF (Case 3b)


Table 2 Data collection requirements for model monitoring
	
	Size of one data sample
	Type of data
	Latency requirement
	Frequency requirement
	Direction
	

	CSI compression
	1000~6000 bits
	Eigenvector/CSI feedback
	~100ms level
	On demand, e.g., several minutes or hours
	UE->gNB
	

	Beam prediction in spatial domain
	250~1000 bits
	RSRP (set A/set B)
	<500ms
	On demand, e.g., several minutes or hours
	UE->gNB
	

	Beam prediction in temporal domain
	250~1000 bits
	RSRP (set A/set B)
	<1s
	On demand, e.g., several minutes or hours
	UE->gNB
	

	Direct AI/ML positioning
	~8000 bits
	Multipath Profile
	~1s level
	On demand, e.g., several hours or days
	UE/PRU->LMF (Case 2b)
gNB->LMF (Case 3b)
	







CATT
Proposal 24: Regarding data collection, RAN1 sends an LS to RAN2, in which collecting the following information for the purpose of model training and performance monitoring in each sub use case respectively.
-	Data type (e.g. raw channel or eigenvector for CSI compression),
-	Data sample size,
-	Dataset size (magnitude of amount),
-	Requirement on latency and/or periodicity.
Xiaomi
Proposal 1: Data collection from network to UE and potential network operation to facilitate the data collection on UE side should be supported

Proposal 2:  Study the data collection requirement to facilitate RAN2’s discussion
AT & T
Proposal 10: For data collection for the general AI/ML framework, consider at least the following aspects and if applicable, the corresponding potential specification impact related to data collection:
· Measurement configuration and reporting
· Contents, type and format of data including:
· Data related to model input
· Data related to ground truth output 
· Quality of the data
· Other information
· Signaling of assistance information for categorizing the data
· Note: The study should consider the feasibility of disclosure of proprietary information
· Signaling for data collection procedure
· Note 1: Use-case specific details can be studied in respective agenda items
· Note 2: Signaling mechanism details can be studied by appropriate working groups.
NEC
Proposal 4: Study whether and how the legacy CSI framework, BM framework and positioning framework can provide sufficient data for model training (including fine-tuning) and model inference.

Proposal 5: Study a hierarchical structure to configure the linkage between the AI/ML framework and the legacy CSI/BM/positioning framework.
CAICT
Proposal 2: As for the general aspects for data collection, Proposal 6-4g discussed in last meeting could be agreed.

Proposal 3: L1-signaling could be used for high frequency and small data samples transmission while RRC signaling could be used for low frequency and large data samples transmission.
CMCC
Proposal 3: For data collection, study the potential spec impact of dataset delivery based on 3GPP signaling.

Proposal 4: To enable the development of a set of specific models, study the way to associate the dataset with a specific scenario/configuration/site.

Proposal 5: To further improve the system performance, study the mechanism to reduce overhead of data collection in LCM.

Proposal 6: Consider at least the following aspects and if applicable, the corresponding potential specification impact related to data collection:
· Measurement configuration and reporting
· Contents, type, and format of data including:
· Data related to model input
· Data related to ground truth
· Quality of the data
· Other information
· Signaling of assistance information for categorizing the data / dataset
· Note: The study should consider the feasibility of disclosure of proprietary information
· Signaling for data collection procedure
· Note 1: Use-case specific details can be studied in respective agenda items
· Note 2: Signaling mechanism details can be studied by appropriate working groups.
Nvidia
Proposal 9: For AI/ML LCM, study potential specification impact related to data collection for different purposes, including model training, model inference, model monitoring, model selection, model update, etc.

Proposal 10: For AI/ML model training in each NR air interface enhancement, study potential specification impact related to training data type, training data source determination, and assistance signalling and procedure for training data collection.
Intel
Proposal-2 (data collection – training): Support assistance information from NW to UE and UE to NW to facilitate data collection for training at the UE and at the NW respectively
Lenovo
Proposal 15: Associate the dataset for the AI/ML model with scenario/configuration/site-specific setting, which benefit the performance conformance test and the application condition indication in functionality identification.
Qualcomm
Proposal 29:  Mechanism for training data collection needs architectural considerations and should be handled by other working groups.

Proposal 30: For data collection for model training, UE-side may take auxiliary inputs such as SNR, Doppler, sensor measurements, etc. that do not need to be standardized.
Samsung
Proposal#9: Study the necessity, requirement and specification of data collection for two cases of purposes
· Case1: : Real-time purposes, e.g., model monitoring, inference, selection, switching, etc.
· Case2:  Non-real-time purposes, e.g., model training, update

Proposal#10: Study the following two directions of data collection where applicable, assess their pros and cons and specification impact:
· Network-side data collection and assistance information from UE
· UE-side data collection and assistance information from network

Proposal#11: Study per each use case the feasibility/frequency/overhead of dataset collection before designing the dataset sharing framework
NTT Docomo
Proposal 9: RAN1 should discuss the dataset collection requirement for training and monitoring in each sub use case. In our view, at least RAN1 should discuss what data should be collected, required latency of the dataset collection, and how often and large data should be collected.

Proposal 10: Assistance signalling including configuration/deployment ID should be assumed for dataset collection, model training, and model inference of scenario/configuration-specific AI models.

Proposal 11: Study DL RS configuration request mechanism for UE side data collection.  
TCL Communication
Proposal 4: AI-specific CSI measurement framework should be introduced, to support various CSI measurement scenarios, which would be used for different AI functions, or different AI procedure that associated with the logical model ID.

Proposal 5: Data collection payload can be conveyed through UCI, RRC or data plane signaling, and UCI format would be enhanced to support real-time AI/ML-specific data transmission.

Proposal 6: Data plane would be introduced in the network system, which dedicated for data collection, including AI-based data collection, also other data collections would be involved in future, e.g., NWADF, MDT, BOSS etc.
MediaTek
Proposal 2: Data collection comprises multiple functional entities serving for different purposes of functions. The functional entity of data collection is co-located with the function for which the dataset is used.

Proposal 3: RAN1 study the requirements of data collection for model offline training, model monitoring and model inference with following aspects: need of specified data content/format, data size, data collection latency and data collection frequency.

Proposal 4: Consider UE data transfer from Ues to the OTT server with the following ways. FFS on others. 
•	Option 1: Data transfer from Ues to OTT server with RAN awareness
•	Option 2: Data transfer from Ues to OTT server without RAN awareness

Proposal 5: Study the following mechanisms for data collection: utilize existing or extension of existing L1/L3 measurement and report procedure or utilize procedure particular for data collection request and control.

Proposal 6: Study the proprietary way, 3GPP specified way and combination of them for dataset exchange for two-sided model Type 3 training.

Proposal 7: A Dataset ID is assigned to the data with assistance information for the purpose of categorizing the data.

Proposal 8: Assistance information may consist of (sub)use cases, purposes (training/inference/monitoring), scenarios, and requirements (latency), timestamps, if applicable.


Issue 7-3: Data collection requirement
As RAN2 is expecting RAN1 input on data collection requirements, the following proposed conclusion is intended to capture requirements associated with the different purposes of data collection to serve as guidance for RAN2 and other working groups.

[FL1][FL2][FL3] Proposal 7-3a:
The different purposes of data collection are associated with different latency and data size requirements as described in the following table:
	Purpose of data collection
	Latency requirement
	Data size requirement
	Example of data collected

	Offline initial training / redevelopment
	Relaxed 
(e.g., hours or days)
	Large
	many measurements from many devices to server

	Model validation
	Relaxed 
(e.g., minutes or hours)
	Large
	many measurements / metrics from many devices using the model

	Slow monitoring
	Relaxed 
(e.g., minutes or hours)
	Large
	many measurements / metrics from one device

	Fast monitoring
	Near-real-time 
(e.g., 100s of ms to a few seconds)
	Limited
	a few measurements / metrics from one device

	Inference
	Time-critical 
(e.g., a few ms)
	Limited
	a single measurement from one device




	
	Yes
	No

	Agree?
	 Panasonic
	

	Company
	Comments

	vivo
	In general fine with the observation.
One comment regarding model validation: we did not touch this component either in framework or for each use case thus prefer not to include this for now.

	Indian Institute of Tech (M)/IIT Madras
	Agree in general. Request further clarifications on why Training and Validation are considered separately.

	OPPO
	General OK with the first three types. But what is the difference between fast monitoring and inference? Why we need to differentiate the two? What is the use case for fast monitoring (e.g., 100s of ms to a few seconds)? We think it needs more justification.

	ZTE
	We’re fine with the direction to send LS to RAN2. Please find more comments:
1) For offline training at network side, the measurement should be reported from UE. Our suggestion is to split last column into two columns, i.e., ‘data type’ and ‘measurement report direction’
2) Not clear how to understand ‘model validation’. If it’s ‘model testing’, it should belong to model training. If it’s about model monitoring, we don’t need separate row for it.
3) Some use cases already made progress on data collection. If we want to send LS to RAN2 in this agenda, we prefer to have more concrete information in RAN1. For example, we can give exact values for the data size per sample, data type for different use cases and LCM purposes.

	Huawei/HiSilicon
	Agree that RAN1 needs to send RAN2 some useful info. On data collection in forms of LS.
Some suggested changes:
For “Offline initial training / redevelopment”, we may change it as “raining” for simplicity.
· Under “Example of data collected” column, the content should be changed from “many measurements from many devices to server” as “from UE to gNB/LMF”. From UE to UE side server is implementation.
For “Model validation”, it should be part of training, and no need for a dedicated entry.
For “Data size requirement”, we should distinguish the size (no. of bits) of per data sample from the size (no. of samples) of the dataset. For the data collection, the overall size of the dataset does not impact the RAN2 signaling (L3/MDT), since gNB can collect the data from massive Ues, each of which only contributes one or a few data samples; or, even for a single UE, it does not need to feedback all its data samples in one batch, but split them into multiple RRC signalings. The essential point that impacts the RAN2 spec is whether the the size (no. of bits) of per data sample, or the overall size (no. of bits) of data samples in one report needs new requirements. From what we have evaluated in RAN1, the current RRC signaling (9K Bytes) can basically carry one/multiple data sample(s) without difficulty.
Therefore, the content of this entry should be changed as “the current RRC signaling (9K Bytes) can carry one/multiple data sample(s) without difficulty”.

In addition, we think “frequency requirement” is needed as an additional column, to address whether it is NW triggered, or periodic.
	
	Purpose of data collection
	Latency requirement
	Frequency requirement
	Data size requirement
	Example of data collected

	Offline initial training / redevelopment
Training
	Relaxed 
(e.g., hours or days)
	NW-triggered or periodic report
	Large
current RRC signaling (9K Bytes) is capable to carry one/multiple data sample(s)
	many measurements from many devices to server  gNB/LMF

	Model validation
	Relaxed 
(e.g., minutes or hours)
	
	Large
	many measurements / metrics from many devices using the model

	Slow monitoring
	Relaxed 
(e.g., minutes or hours)
	NW-triggered or periodic report
	Large
current RRC signaling (9K Bytes) is capable to carry one/multiple data sample(s)
	many measurements / metrics from one device to gNB/LMF

	Fast monitoring
	Near-real-time 
(e.g., 100s of ms to a few seconds)
	NW-triggered
	Limited
	One/a few measurements / metrics from one device to gNB/LMF

	Inference
	Time-critical 
(e.g., a few ms)
	NW-triggered or periodic report
	Limited
	a single measurement from one device to gNB/LMF





	NTT DOCOMO
	Fine with the principle. However, the example of near-real-time is not clear description. Should it be like a few ms to a few second? 
Also, the boundary of slow monitoring and fast monitoring is unclear. We suggest the folling update for the common understanding between companies.
・Slow monitoring => monitoring for the model update/fine-tuning
・Fast monitoring => monitoring for the fallback operation decision and model/funcitonlaity switching

	Google
	We also think it is better to clarify what “slot monitoring” and “fast monitoring” mean. For monitoring, we also think ‘one measurement’ should be included. 

	Futurewei
	Agree in general.

	Fujitsu
	It is supportivie to provide such kind of information to RAN2. We also think the part of Model validation needs to be further clarified.  

	Lenovo
	We are fine with the intention to provide the requirements on data collection to RAN2, which are useful to select, design and/or enhance the signaling to satisfy the requirements. However, the values are supposed to be use case specific, and as a general principle discussed here, we can have some range values for both latency and data size.

	NEC
	Slow and fast monitoring is not well discussed. We would like to understand the typical useage of “slow monitoring”. Since we are discussing physical layer techniques, all monitoring should be “fast monitoring”.

	LG
	Similar question as NTT for the boundary between slow and fast monitoring. Further clarification is necessary.

	KDDI
	Agree in general. However the meaning of “model validation” should be calrified.

	ETRI
	We understand this as a discussion of data collection.
Therefore, we think it is needed to categorize the processes that are distinct from the data collection point of view. From this point of view, the motivation to separate data collection processes for training and validation does not seem clear as mentioned by other companies. Similary, it is also not clear why monitoring is divided into slow monitoring and fast monitoring. Are we going to consider two different data collection processes for monitoring?.

	CAICT
	Agree in general.

	Ericsson
	Support in general, prefer the table from Huawei. We would also like to agree on a potential LS to RAN2, using the table from Huawei proposal 10 as a starting point. 

	Rakuten Mobile
	We are fine in general. Definition of fast and slow monitoring is not clear, and clarification is needed. E.g., By mentioning latency requirement for the monitoring explicitly in the first column, it would be clarified.

	Continental Automotive
	Agree in general.

	Mediatek
	Agree in general. We agree with HW that when we talk about data size, we need to consider both the data size per each sample as well as the total datasize in a collection session. 
Furthermore, when and whether the data format/content needs to be specified also needs to be considered. For example, for UE-sided model, if the model is trained at the UE side, there maybe no need to specify the data format/content.

	CATT
	We have a few comments:
1) Model validation should be part of model training and no need to split it out. This is always assumed during the evaluation. If it is not the validation in training phase, we’d better use another terminology or more accurate description.
2) If this is going to provide some information to RAN2, we agree that data sample size is helpful for their discussion.

	TCL
	Agree in general.

	Xiaomi
	1. For the example of offline initial training/development, we suggest the revision “many measurements from many devices to server”
1. For the model validation, we also consider it is part of model training. This row can be merged into the training row
1. As for the slow monitoring, if it is applied for the model update, then we think the measurements/metrics from many devices should be considered 
For the data size, we share similar view with other companies that giving typical example values would help much. 

	AT&T
	Support in principle. The fast and slow monitoring need to be clarified and described in term of LCM procedures such as fast monitoring for fallback, slow monitoring for model/functionality validation/applicability etc. 

	Fraunhofer
	Support the direction of the proposal. Agree with the comments from DOCOMO.




[FL4] Proposal 7-3b:
(FL note: 
Regarding the difference between slow and fast monitoring, the intent is similar to NTT Docomo’s comment: fast monitoring is to quickly detect performance issues in using a model and react in a short timescale (e.g., fallback or switch), slow monitoring is to identify whether a model is applicable for a given device to use in a specific scenario and to detect changes in the data distribution that could necessitate model retraining or fine-tuning. Since the purpose is different, the requirements and procedure could be different.
The validation mentioned here is not the model validation that may happen during training, but the validation of the model’s applicability and whether it is expected to perform well in a given condition or scenario, also discussed in Issue 7-26. The requirements of slow monitoring resemble model validation, hence the model validation row is removed.)

The different purposes of data collection are associated with different latency and data size requirements as described in the following table:
	Purpose of data collection
	Latency requirement
	Dataset size requirement
	Example of data collected

	Offline training initial training / redevelopment
	Relaxed 
(e.g., hours or days)
	Large
	many measurements from many devices to training entity server

	Model validation
	Relaxed 
(e.g., minutes or hours)
	Large
	many measurements / metrics from many devices using the model

	Slow monitoring
(for model update decision)
	Relaxed 
(e.g., minutes or hours)
	Large
	many measurements / metrics from one device

	Fast monitoring
(for model switching or fallback)
	Near-real-time 
(e.g., 100s of ms to a few seconds)
	Limited
	a few measurements / metrics from one device

	Inference
	Time-critical 
(e.g., a few ms)
	Limited
	a single measurement from one device



FFS: Requirement for the size of each data sample depending on the use case

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	
	

	
	





Issue 7-4: Data collection study aspects (continued from 6-4)
(FL note: The following proposal is the same as Proposal 6-4g from the e-mail discussion in RAN1#112bis-e.)
[FL1] Proposal 7-4a:
Consider at least the following aspects and if applicable, the corresponding potential specification impact related to data collection:
· Measurement configuration and reporting
· Contents, type and format of data including:
· Data related to model input
· Data related to ground truth 
· Quality of the data
· Other information
· Signaling of assistance information for categorizing the data
· Note: The study should consider the feasibility of disclosure of proprietary information
· Signaling for data collection procedure
· Note 1: Use-case specific details can be studied in respective agenda items
· Note 2: Signaling mechanism details can be studied by appropriate working groups.

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	vivo
	We are supportive of the study. 

	OPPO
	OK to study them. But considering the remaining meeting time for Rel-18. We suggest to prioritize some bullets in this list, e.g. 
· Measurement configuration and reporting
· Contents, type and format of data including:
And leave signaling for second priority.

	ZTE
	OK with the general guidance. 

	Panasonic
	On "signaling of assistance information for categorizing the data", such assistance information usage is not limited to categorizaing the data. Therefore, to add "at least" like " Signaling of assistance information at least for categorizing the data" is proposed.


	Huawei, HiSilicon
	Support.

	NTT DOCOMO
	Support

	Google
	For ‘data related to ground-truth’, we suggest we add ‘(if feasible)’. It is hard to get some kind of ‘ground-truth’ data.

	Futurewei
	Partially agree. 
As we have not talked about the quality of data, we suggest adding the following FFS below the sub-bullet “Quality of the data”
· FFS: how to indicate quality of the data


	Fujitsu
	OK

	Lenovo
	Agree

	NEC
	Support

	LG
	Seems better fit to each use-case level study but ok to agree on this in this agenda for more structured discussion in each agenda.

	KDDI
	Support.

	ETRI
	Support.

	CAICT
	Support.

	Ericsson
	Support

	Samsung
	Ok. 

	Mediatek
	support



[Agreed] Proposal 7-4a:
Agreement
Consider at least the following aspects and if applicable, the corresponding potential specification impact related to data collection:
· Measurement configuration and reporting
· Contents, type and format of data including:
· Data related to model input
· Data related to ground truth 
· Quality of the data
· Other information
· Signaling of assistance information for categorizing the data
· Note: The study should consider the feasibility of disclosure of proprietary information
· Signaling for data collection procedure
· Note 1: Use-case specific details can be studied in respective agenda items
· Note 2: Signaling mechanism details can be studied by appropriate working groups.


2.2.3.2 Model development and training
Previous agreements
	RAN2 Agreement from 121-bis-e
R2 will deprioritize aspects of on-line/real-time training for the whole SI (unless R1 identifies that it is needed for one of the studied use cases).



Company proposals
Ericsson
Proposal 13: Deprioritize studies and discussion on over-the-air training between NW and UE.  
Spreadtrum
Proposal 2: For model training for one-sided model, the following model training types can be further discussed:
· Type 0: Training at a single side/entity without model transfer
· Type 1: Training at a single side/entity, and model transfer to another side/entity
Proposal 3: For one-sided AI/ML model, model training and model inference at the same side should be considered as a starting point, i.e.,
· Network-side training for Network-side model
· UE-side training for UE-side model
Proposal 4: Offline AI/ML model training is the first priority.
Huawei, HiSilicon
Proposal 11: The discussion of online/offline training should be decoupled with whether the data collection/dataset delivery is performed via air-interface or non-air-interface.
Proposal 12: For the study of one-sided AI/ML model, model training without model transfer/delivery should be considered as a starting point, i.e.,
· On-Network training for Network-side model.
· On-UE training for UE-side model.
Google
Proposal 1: For 1-side mode, Rel-18 should focus on the scenario that the model inference and training are in the same side.
Sony
Proposal 2: RAN1 should study what signalling information would be needed for training and how to transfer an AI/ML model.
Intel
Proposal-5 (NW side involvement): Model training, particularly after an initially developed model is acquired, should be supported at a NW-side server that allows customization of a model to the local environment. Subsequent model transfer/delivery to the UE can happen through 3GPP or non-3GPP mechanisms
Oppo
Proposal 12: In the early stage of Rel-18 study, prioritize study of the AI/ML inference over the study of AI/ML training.
· Study offline training with high priority and as the default training type.

Issue 7-5: Discussion on online training and over-the-air training at the UE-side
(FL note: The following proposed conclusion is intended to capture analysis on the use case, benefits, challenges and specification impact of online training on the UE-side and over-the-air training)

[FL1] Proposed conclusion 7-5a:
The benefits and challenges of online and over-the-air training are described in the table below:

	
	Online training of a UE-side model by the UE
	Over-the-air training of a UE-side model

	Use case
	U1

	U1


	Benefits
	B1
	B1

	Challenges / Requirements
	C1, C2, C3, C4

	C1, C2, C3, C4,C5, C6


	Potential Spec Impact
	S1, S2
	S1, S2, S3



Use cases:
· U1: Fast-time-scale adaptation of a deployed UE-side model
Benefits:
· B1: Can adapt to the data distribution of new scenarios quickly
Challenges / Requirements:
· C1: Requires advanced device capability of training the model
· C2: Potentially suboptimal performance and power consumption due to inability to quantize the model optimally.
· C3: Each UE’s model may evolve differently, leading to proliferation of many different models (LCM challenges) and lack of reuse across UEs.
· C4: No performance guarantee since updated model is not tested or validated.
· C5: Large air-interface overhead for training
· C6: Large specification impact
Potential Spec Impact:
· S1: Model identification, performance validation and monitoring, and other LCM impacts
· S2: Real-time training data collection – input and/or label
· S3: Real-time training related exchange over-the-air (e.g., activation / gradient)


	Company
	Comments

	vivo
	Seems RAN2 has already down-prioritized online training. Other companies can also check whether this is correct understanding.

	OPPO
	We suggest to deprioritize online training, considering the limited time for Rel-18 study. The proposal is good reference for future study.

	ZTE
	It’s not an important issue. We don’t expect to specify the training procedure in the near future. We can simply down-prioritize the two training types in Rel-18. 

	Panasonic
	If down-prioritizing means at least to capture this level, we support it to cover overall study.


	Huawei, HiSilicon
	We do not think this discussion is needed. There is no discussion at either evaluation agendas or spec impact agendas for use cases on the online training to dynamically update the model at UE device-it is beyond UE capability.

	Google
	We also do not know why this needs to be discussed.

	Futurewei
	RAN2 has reached the following conclusion about online/real-time train.
“R2 will deprioritize aspects of on-line/real-time training for the whole SI (unless R1 identifies that it is needed for one of the studied use cases).”
Note the wording “…for the whole SI…”. Therefore we don’t think it is necessary to discuss this.
Also, we are not clear about the difference between “real-time training” and “over-the-air training”; does “real-time training” mean “real-time, but non-over-the-air training”? 

	Lenovo
	We think they can be discussed in future, e.g., Rel-19.

	LG
	We are confused on the intention of the proposal. As captured above, RAN2 already agreed to deprioritize this study but RAN1 want to keep studying?

	Ericsson
	Share same view as Vivo. Propose to downprio.

	Samsung
	Fine in general. But this may only apply for initial model training (development) and may not apply for model update/finetuning. If so, that can be indicated. 

	Mediatek
	RAN2 already agreed to deprioritize the study of real-time training.

	TCL 
	We think there is no need for discussing this now .



[FL2][FL3][FL4] Proposed conclusion 7-5b:
RAN1 has deprioritized discussion of online and over-the-air training in the Rel-18 study.

	
	Yes
	No

	Agree?
	 Panasonic
	

	Company
	Comments

	CATT
	OK. Perhaps the fact is that RAN1 is lack of study on online training and OTA training.

	OPPO
	Agree.

	ETRI
	Support.

	ZTE
	Agree.

	Xiaomi
	Clarification on the “over the air training” is needed. We didn’t define such terminology 
If the intension is to deprioritize the online training, we are OK. But considering RAN2 have made such conclusion, we don’t think RAN1 need to give similar conclusion again. 

	AT&T
	While we agree with the online training to be deprioritized, it is unclear what is meant by over the air training. Do over the air training include offline models that use over the air data collection for training?  
[Mod] It refers to a form of online training where gradients are exchanged over-the-air such as Type 2 simultaneous training over-the-air or federated learning.

	Fraunhofer
	Support




2.2.3.3 Two-sided model development and training
Previous agreements
	Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at Network side and UE side, respectively.
· Type 3: Separate training at Network side and UE side, where the UE-side CSI generation part and the Network-side CSI reconstruction part are trained by UE side and Network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with Network side training [, or parallel training] at UE and Network
· Other collaboration types are not excluded. 




Company proposals
FutureWei:
Proposal 8: For the three types of two-sided model training, study and compare their performance, signaling overhead and potential standard impacts. There is no need for down selections.

Proposal 9: For Type 1 two-sided training, when the joint training is done at the network side, make the perform-at-network the baseline solution.
Huawei, HiSilicon
Proposal 13: For training Type 1 (joint training of the two-sided model at a single side/entity), prioritize the study of joint model training at Network side and transfer/deliver the model to the UE side.
Qualcomm
Proposal 36: Adopt the following two-sided model development/training framework:
Case 1: Initial (non-backward-compatible) development/training of “nominal encoder + nominal decoder”
· The use of the nominal encoder at the UE-side is not mandated
· If needed, UE-side may implement a different proprietary encoder based on this decoder using Case 2.
· As the encoders are only nominal, input used in the training process is only a nominal input. The actual input to the CSI encoders may be different and of proprietary choice.
· The use of the nominal decoder at the NW-side is not mandated
· If needed, NW-side may implement a different proprietary decoder based on this encoder using Case 3.
Case 2: Encoder development/training to be interoperable with existing decoders (e.g., encoders for new UEs or updating encoders for existing UEs):
· UE-side vendor trains new encoders based on the existing decoders. 
· Infra vendor should make the existing decoders available (via either a run-time image or an API for training) for the encoder training.
Case 3: Decoder development/training to be interoperable with existing encoders (e.g., decoders for new cell sites or updating decoders for existing cell sites):
· Network-side vendor trains new decoders based on the existing encoders.
· FFS: Need for encoder availability for decoder training
Samsung
Proposal #10: Deprioritize two-sided model training collaboration that requires extensive sharing over the air interface of training, validation and testing dataset.

Proposal #7: Consider the following and study their impacts for the two-side model development approaches, 
· Requirements on privacy-sensitive dataset sharing 
· Scalability, i.e., whether the number of models one vendor should develop increases with the collaborating vendors
· Whether the model development approaches adhere to 3GPP’s open and fair framework


2.2.3.4 Functionality/model identification and methods of LCM
Previous agreements
	[bookmark: _Hlk130218562]RAN1 #110-bis-e Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations when network needs to be aware of UE AI/ML models
· FFS: Detailed discussion of model ID with associated information and/or model functionality.
· FFS: usage of model ID with associated information and/or model functionality based LCM procedure
· FFS: whether support of model ID
FFS: the detailed applicable AI/ML operations
RAN2 #119bis-e agreement
R2 assumes that a model is identified by a model ID. Its usage is FFS.
RAN2 #119bis-e agreement
[bookmark: _Hlk128571144]R2 assumes that from Management or Control point of view mainly some meta info about a model may need to be known, details FFS.

RAN1 #111 Agreement
For UE-part/UE-side models, study the following mechanisms for LCM procedures:
· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality
· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
· FFS: Whether or how to indicate Funtionality
· For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/fallback based on individual model IDs

RAN1 #111 Working Assumption 
	Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.



	Terminology
	Description

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality may be shared during functionality identification.
FFS: granularity of functionality


Note: whether and how to indicate Functionality will be discussed separately. 

RAN2 #120 agreement
R2 assumes that model ID can be used to identify which AI/ML model is being used in LCM including model delivery.

RAN2 #120 agreement
R2 assumes that model ID can be used to identify a model (or models) during model selection/activation/deactivation/switching (can later align with R1 if needed).


RAN1 #112 Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· [bookmark: _Hlk132060359]Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model 

RAN1 #112 Agreement
· AI/ML-enabled Feature refers to a Feature where AI/ML may be used. 
RAN1 #112 Agreement
· For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature.

RAN2 #120 agreement
R2 assumes that model ID can be used to identify which AI/ML model is being used in LCM including model delivery.

RAN2 #120 agreement
R2 assumes that model ID can be used to identify a model (or models) during model selection/activation/deactivation/switching (can later align with R1 if needed).

RAN2 #121 agreement
RAN2 assumes that Model ID is unique “globally”, e.g., in order to manage test certification each retrained version need to be identified

RAN1 #112-bis-e Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.

RAN1 #112-bis-e Conclusion
From RAN1 perspective, it is clarified that an AI/ML model identified by a model ID may be logical, and how it maps to physical AI/ML model(s) may be up to implementation.
· When distinction is necessary for discussion purposes, companies may use the term a logical AI/ML model to refer to a model that is identified and assigned a model ID, and physical AI/ML model(s) to refer to an actual implementation of such a model.

RAN1 #112-bis-e Agreement
· Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.
· Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.

RAN2 #121-bis-e Agreement
FFS if For UE capability for AIML methods we use the UE capability mechanisms as defined for RRC reported and LPP reported capabilities.

RAN2 #121-bis-e Agreement
R2 assumes that Information such as FFS:vendor info, applicable conditions, model performance indicators, etc. may be required for model management and control, and should, as a starting point, be part of meta information. 

RAN2 #121-bis-e Agreement
Model ID can be used to identify model or models for the following LCM purposes:
model selection/activation/deactivation/switching (or identification, if that will be supported as a separate step).
[bookmark: OLE_LINK184][bookmark: OLE_LINK183](e.g. for so called “model ID based LCM”)
If model transfer/delivery is supported, model ID can be used for model transfer/delivery LCM purpose.

RAN2 #121-bis-e Agreement
How to achieve globality of the Model ID is FFS. 
Initial discussion in RAN2: the following global unique model ID definition directions can be considered as a starting point:
Direction1: Pre-defined/hard-coded global unique model ID 
Direction3: Assigned global unique model ID via specific ID management node.
Note: Other global unique model ID definition is not precluded.
Model ID structure, if any, is FFS





Company proposals
FUTUREWEI:
Proposal 4: A model ID is a unique index that differentiates one model from other models within a network. The model IDs may or may not be globally unique.
[bookmark: _Hlk135082713]Proposal 5: Revise the statement of Type A of FL proposal 6-11f in [2] as below.
· Type A: NW-initiated model identification to NW (if applicable) and UE-initiated model identification to UE (if applicable) without over-the-air signaling.
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs including SA
· Note: no matter which side initiates the model identification, models are identified at the network.
Proposal 6: Each model ID should be associated with a list of meta information that describes the functionalities, associated features, and other characteristics etc. of the model. 
Proposal 7: RAN1 to focus on model identification in the SI phase and defer the study of functionality identification details till Rel-19 work item phase.

Huawei, HiSilicon:
Proposal 14: Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) are the conditions in forms of RRC IE(s) reported by UE capability. The following steps can be considered:
· Step 1: UE capability report of the supported functionalities in forms of a list of relevant RRC parameters.
· Step 2: Network activates one preferred functionality from the set of UE reported functionalities.
Proposal 15: Categorize the functionality identification modes into the following two modes
· Mode 1: Functionality identification-basic, where NO globally unique ID is needed.
· Mode 2: Functionality identification-enhanced, where globally unique scenario ID and/or globally unique dataset ID for representing additional conditions is needed.
Proposal 16: For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows:
· Type A: Model is identified between Network and UE without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling for the LCM procedure after model identification. 
· Type B: Model is identified via over-the-air signaling
· Type B1: UE-initiated model identification of a model trained at the UE side
· Model identification initiated by the UE, and Network assists the remaining steps of the model identification
· Type B2: Network-initiated model identification of a model trained at the Network side
· Model identification initiated by the Network, and UE responds (if applicable) for the remaining steps of the model identification
· Note: Type B2 is used in conjunction with model transfer from Network to UE.
Proposal 17: Consider model identification as a parallel mode with functionality identification (i.e., model identification mechanism is not supported on top of functionality identification mechanism). 
Proposal 18: For two-sided AI/ML model, UE can report the set of multiple UE part model IDs currently supported by the UE as well as UE’s preferences. From the set, gNB can select a UE part model that can pair with the Network part model at the gNB and achieves good performance.

ZTE:
[bookmark: _Toc852]Proposal 6: Model identification process via over-the-air signaling should always be accompanied by the model transfer, model description information, and model ID assignment.
[bookmark: _Toc31327][bookmark: _Toc25991][bookmark: _Toc18505]Proposal 7: For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact.
· [bookmark: _Toc3329][bookmark: _Toc11644][bookmark: _Toc26540]Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling.
· [bookmark: _Toc21345]The model is assigned with a global ‘unique’ model ID during the model identification, which may be used in over-the-air signaling after the model identification process. 
· [bookmark: _Toc18859][bookmark: _Toc19495][bookmark: _Toc5276]Type B: Model is identified from UE to NW via over-the-air signaling.
· [bookmark: _Toc9273]A model is transferred from a UE to network. The corresponding model description information (e.g., applicable conditions of the model) about the model is also provided along with the model transfer. 
· [bookmark: _Toc3088]The model is assigned with a global ‘unique’ model ID by NW side. 
· [bookmark: _Toc23462][bookmark: _Toc16181][bookmark: _Toc2095]Type C: Model is identified from NW to UE via over-the-air signaling. 
· [bookmark: _Toc5574]A model is transferred from network to a UE. The corresponding model description information (e.g., applicable conditions of the model) about the model is provided along with the model transfer. 
· [bookmark: _Toc29230]A global ‘unique’ model ID to the model is also provided to UE from network side.
· [bookmark: _Toc27724][bookmark: _Toc7800][bookmark: _Toc14473]FFS: UE capabilities to support the model identification process
· [bookmark: _Toc221][bookmark: _Toc18298][bookmark: _Toc1790]Note: This does not imply that model identification is necessary.
· [bookmark: _Toc17966][bookmark: _Toc26527][bookmark: _Toc20375]Note: Model identification process may have specification impacts on other WGs including SA
[bookmark: _Toc6564][bookmark: _Toc32366]Proposal 8: The signaling framework for UE functionality/model alignment should consider various options to be compatible with future extensions to the rapid development of AI/ML technologies.
[bookmark: _Toc15173][bookmark: _Toc20673][bookmark: _Toc28526]Proposal 9: Further study the UE capability report for an AI/ML-enabled feature, including the following aspects:
· [bookmark: _Toc30741][bookmark: _Toc30290][bookmark: _Toc11575]Whether applicable conditions of a functionality is determined during the UE capability report or after the UE capability report;
· [bookmark: _Toc5982]Whether the model can be deployed before or after the UE capability report;
· [bookmark: _Toc26931]Whether functionality/model can be configured by NW(i.e., via model transfer) after the UE capability report;
· [bookmark: _Toc4693]How to report the UE capability for the model that is already identified before.
[bookmark: _Toc28792][bookmark: _Toc3822][bookmark: _Toc29179]Proposal 10: Further study the solutions to report UE capability for an AI/ML-enabled feature, at least including the following options:
· [bookmark: _Toc23827][bookmark: _Toc3932][bookmark: _Toc6333]Option 1: UE indicates its supported candidate values for each condition (or component) of an AI/ML-enabled feature as the legacy UE capability report.
· [bookmark: _Toc3715][bookmark: _Toc31554][bookmark: _Toc27682]Option 2: UE indicates its supported functionality of an AI/ML-enabled feature in a UE capability report, where the applicable conditions of a functionality are indicated by a combination of the conditions.
· [bookmark: _Toc24362][bookmark: _Toc27421][bookmark: _Toc17060]Option 3: UE indicates its supported model IDs (e.g., global ‘unique’ model IDs) of an AI/ML-enabled feature in a UE capability report. 
[bookmark: _Toc24585][bookmark: _Toc5631][bookmark: _Toc13597]Proposal 11: Support of NW to assign a local identifier to the functionality/model reported by UE or configured by NW (i.e., via model transfer). From network perspective, the local identifier is mapped to a function unit operated at UE that is not transparent to network no matter the function unit is associated with a functionality or a model.
[bookmark: _Toc18332][bookmark: _Toc12666][bookmark: _Toc25297]Proposal 12: Totally different signaling frameworks for functionality-based LCM and model-ID-based LCM are not preferred. Support of a unified signaling framework based on the local identifier assigned by NW for various LCM procedures, e.g., measurement report, performance monitoring, activation/deactivation, selection, or switching.
[bookmark: _Toc23615][bookmark: _Toc14224]Proposal 18: UE can indicate its applicable functionalities/models by indicating the local identifier associated with the functionalities/models.

Vivo:
Proposal 1:	It is not needed to address additional conditions in functionality based LCM.  Functionality is used to handle the case where the AI/ML capabilities are statically implemented in UEs, while for the case with dynamic additional conditions, model identification is more appropriate.
Proposal 2:	Signaling to support functionality-based LCM operations can be discussed in each sub use cases and should be studied in WI.
Proposal 3:	Functionality-based LCM and model-ID-based LCM should be designed to follow one general framework and use same aspects as many as possible.
Proposal 4:	The scenarios where updates on applicable functionality(s) may be needed should be clarified among companies to study the necessity.
Proposal 5:	Study updates on applicable model(s) for the case where UE power consumption or computation resources are dynamically varying.
Proposal 6:	Functionality-based LCM contains two steps as legacy UE features, UE capability report and RRC/MAC-CE/DCI enabling/disabling procedures.
Proposal 7:	Consider to define the procedures as in Figure 2-1 for model/applicability -based LCM, which contains the following four steps:   
· Step1: UE AI/ML-enabled feature report to network;
· Step2: Alignment of additional conditions between network and UE;
· Step3: LCM control or assistance by network using model ID or applicability ID, including model selection or switching;
· Step4: Additional conditions updating during usage.
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Figure 2-1. The generally procedure of the functionality/model/applicability -based LCM.

Proposal 8:	Consider the following model identification types.   
· Type A (Step0 in Figure 2-1): Model is identified offline to network (if applicable) and/or UE (if applicable). 
· Type B (Step1, Step2b and Step4 in Figure 2-1): Model is identified via signaling from UE to network.
· Type C (Step2a, Step2b and Step4 in Figure 2-1): Model is identified via signaling from network to UE.

Oppo:
Proposal 1: Support both functionality-based LCM and model-ID-based LCM.

Proposal 2: Local ID is supported for indication of model selection/activation/deactivation/switching/fallback within an AI/ML functionality.
· FFS: Local ID-based model indication across multiple functionalities.
Proposal 3: The AI/ML functionality identification and configuration procedure can be as below:
· (1) UE reports the static UE capability on supported AI/ML functionalities;
· (2) NW configures the identified functionality list according to the UE capability and NW capability (or NW’s interest);
· (3) UE updates the dynamic UE capability on applicable AI/ML functionalities (optional);
· (4) NW configures the sub-set functionality list according to the updated UE capability and NW capability (or NW’s interest).
· FFS: Whether Step (2) is needed if Step (3) is performed.
Proposal 4: Support Local ID-based model identification.
· Focus on design of Local ID-based model identification assuming non-3GPP-based model transfer.
· FFS: 3GPP-based model transfer/training. 
· First focus on following aspects:
· Required KPI (e.g. packet size, data rate, latency, reliability), so to select the design (e.g. in which layer/channel).
· Model transfer format (if needed).
· Study AI/ML model transfer for training with lower priority.
Proposal 5: At least for LCM with non-3GPP-based model transfer, 
· Local ID can be a simple number, which is similar to the resource/configuration ID in the legacy NR specification and does not include explicit information about the model, e.g., use case, scenario, configuration.
· FFS: Whether Global ID is needed and whether the Global ID needs to be defined in 3GPP specification.
Proposal 6: For LCM with 3GPP-based model transfer, 
· Local ID can be a simple number, which is similar to the resource/configuration ID in the legacy NR specification and does not include explicit information about the model, e.g., use case, scenario, configuration.
· Global ID may contain the information about the model (explicitly or implicitly). 
· FFS the information, e.g., use case, scenario, configuration.
· FFS: The mapping between the two types of IDs.

Spreadtrum:
Proposal 5: For AI/ML model/functionality identification, model ID (for model identification), model function, model applicable condition, model input, and model output can be considered to be included into capability information.

Proposal 6: For functionality identification, other information such as applicable condition can be denoted in the form of components of one FG or FG.

Proposal 7: Legacy signaling, e.g., RRC signaling for CSI reporting configuration, can be utilized for functionality-based LCM operation.

Proposal 8: For model identification, 
· Regarding UE-sided model, model description along with (local) model ID can be reported by UE, and then global or local model ID can be allocated by NW;
· Regarding UE part of two-sided model, model ID is reported by UE with the assumption that offline coordination and/or model transfer are considered.

Proposal 9: Capability reporting for Model identification can be considered to correspond to one subset of capability reporting for functionality identification.

Proposal 10: Applicable functionalities are reported from UE as a subset of identified functionalities.

Proposal 11: Dynamic UE capability update on applicable functionality(es) should be considered.

Nokia:

Proposal 2: At least for UE-side models and UE-part of two-sided models, define the sub-use case specific conditions for functionalities and identify the common conditions for functionalities across different sub-use cases.  
Proposal 3: At least for UE-side models and UE-part of two-sided models, the conditions for functionalities shall contain the following (see Table 4), 
· Conditions on inference (use case specific) 
· Conditions on Performance monitoring (use case specific) 
· Conditions on functionality configurations (generic) 
· Conditions on functionality validation procedure (use case specific)
· Conditions on supporting fallback (use case specific)
· If applicable, context information (use case specific)

Proposal 4: For functionality identification and functionality-based LCM, the UE capability reporting is to be used only for reporting static conditions.
Proposal 5: If model identification is supported via 3GPP signaling, RAN1 to study an additional reporting method (not the UE capability reporting) for reporting additional conditions.  

Proposal 6: At least for UE-side models and UE-part of two-sided models, RAN1 to align with the understanding that the NW configures functionalities to the UE with each functionality referring to a configuration message (e.g., RRC or LPP) that contains NW-selected conditions (according to the UE capability).  

Proposal 7: At least for UE-side models and UE-part of two-sided models, after functionality identification (i.e., after UE capability reporting and functionality configuration(s) are available at the UE), study reporting methods of applicable functionalities.   
Proposal 10: RAN1 to discuss dynamic methods, triggered by the NW or the UE, for verifying compatibility of the Functionalities at the UE-side and gNB-side for the use cases with two-sided ML models.

Proposal 11: At least for UE-side models and UE-part of two-sided models, for the case of no model identification, to ensure performance is not impacted due to UE’s autonomous model-LCM changes (e.g., model update, switch) for a used/activated functionality, RAN1 to support NW to track the performance variations due to the UE’s model-based LCM changes and partially control UE’s model-based LCM changes.  
· Study the exact performance monitoring framework and control mechanism to enable such a controllability 

Proposal 12: At least for UE-side models and UE-part of two-sided models, prior to supporting 3GPP signaling details for (logical) ML model identification, RAN1 shall define and identify the additional conditions where this would be needed for the studied sub-use-cases.

CATT:
Proposal 9: Further study the necessity, feasibility and detailed procedure of the following three types of model identification for UE-side or UE-part of two-sided models:
· Type A: Model is identified to NW and UE without OTA signaling.
· Type B: Model is identified from UE to NW via OTA signaling.
· Type C: Model is identified from NW to UE via OTA signaling, in conjunction with model transfer. 
Proposal 10: From RAN1 perspective, the following information shall be considered for metadata of an AI/ML model:
· Applicable conditions
· Associated AI/ML-enabled Feature/FG.
· Association with specific configurations/conditions, including, e.g. configuration for nominal input and/or nominal output (e.g. payload size for CSI compression), configuration for RS measurement, configuration for quantization, etc.
· Additional conditions, e.g. scenarios, sites, datasets, paring information (for two-sided model, if applicable), concurrent use with other AI/ML models and/or non-AI/ML features.
· Model performance indicators
· Performance of inference accuracy or system performance, which may be hypothetic or predicted one.
Proposal 11: From RAN1 perspective, a local model ID can be allocated to an AI/ML model temporally for model-ID-based LCM, rather than directly apply the global ID assumed by RAN2.
Proposal 15: Functionality identification reflects the applicable conditions for supported AI/ML functionality at UE side indicated by UE capability, which does not include subsequent procedures like functionality configuration reflecting NW’s interest.
Proposal 16: Functionality corresponds to a specific configuration or a set of configurations of the AI/ML enabled Feature/FG.
Proposal 18: For functionality-based LCM, network does not need to know about the model-level LCM at UE-side. Instead, functionality performance should be monitored by network, or monitored by UE but reported to network.
Proposal 20: Both functionality and model shall refer to AI/ML-enabled Feature/FG. No need to identify a model via referring to functionality.
Proposal 22: Only the applicable model(s)/functionality(es) can be updated by UE report. Do not extend this mechanism to other features of UE capability.
Proposal 23: For reporting the applicable functionalities, at least further consider the mechanism of reporting applicable functionalities among identified functionalities.
Intel:
Proposal-3 (physical model): The concept of a physical model is relevant for model development, training and transfer (specification impact outside RAN1), in other contexts (that are primarily impacting RAN1 specifications) a logical model concept is sufficient. 

Proposal-4 (model-ID). From RAN1 perspective there is no need for uniqueness of a model-ID (in model-ID based LCM) since the meta-information for the model clarifies the distinction between different UEs. The namespace for a model-ID for L1 signaling purposes depends on specific use-cases and can wait for later discussions.

Proposal-7 (Model identification types): Model identification to NW/NW-side is a process through which NW acquires meta information associated with a physical or a logical model. For model identification to UE/UE-side clarify the relevant use-cases (whether it is z4/z5).

Proposal-8 (offline email- functionality LCM): Clarify that functionality identification is a process by which a UE identifies (advertises) its capabilities to the NW based on the current UE capability framework. A configuration and UE reporting of applicability may determine the granularity associated with a functionality (which could be dynamic). However, the configuration and reporting process should not affect a functionality identification process.

Proposal-9 (model ID LCM): A model-ID based LCM requires a model identification process – in contrast, a functionality based LCM is not associated with an identification procedure, it is not applicable for model transfer/delivery (collaboration level-z) and it is not applicable to two-sided models

Proposal-10 (relationship between model ID and functionality): we suggest to develop model-ID based LCM and functionality based LCM procedures separately – it is not critical to address how they work with each other at this time. whether a model may be or must be identified referring to functionality(s) can also be postponed until further development of the LCMs.

InterDigital:
Proposal 1: Mechanism for the UE to report updates on applicable functionality(ies) can be studied after the details of additional conditions are agreed. 
Proposal 2: At least for some LCM procedures (e.g., model (de)activation, model switching) locally unique (at least within the UE) Model ID may be sufficient and globally unique model ID may not be necessary. 
Proposal 3: The exact scope of model ID used for model transfer/update can be studied in RAN2.
Sony:
Proposal 5: RAN1 should consider supporting the individual functionality-based LCM and the common functionality-based LCM for indication of activation/deactivation/switching/fallback.
Proposal 6: RAN1 should study which LCM can support the common functionality-based LCM.
Ericsson:
Proposal 2 Conclude that a possible frequent update of models or applicable conditions (if needed) does not imply frequent updates in UE capabilities within the existing capability framework.

Proposal 3 RAN1 should focus on outlining the of conditions part of “static” UE capability signalling, and which conditions that could be handled via a “dynamic” approach. Exact signalling details are up to RAN2

Proposal 4 Study on a use-case basis the content of conditions that are part/not part of UE capability

Proposal 5 Conclude that functionality-based LCM actions such as activation/deactivation/switching is based on NW (re)-configuration.

Proposal 6 Model identification (“physical model” ID or “logical model” ID) for a model trained and monitored at the UE-side is not needed.

Proposal 7 Functionality identification is sufficient for a model trained at UE-side but monitored (if needed) at the NW-side. Model identification (“physical model” ID or “logical model” ID) is not needed.

Proposal 8 Methods for supporting pairing of compatible UE part and NW part of a two-sided model should be studied (e.g., for CSI-compression, selecting an encoder of a connected UE to pair with a decoder used by the serving gNB of a network vendor).

Proposal 9 Model identification (“physical model” ID or “logical model” ID) is not needed for two-sided models. Study methods to support pairing of the UE-part and NW-part of a two-sided model.

Proposal 24 Support of ML model-based functionalities, but not related model details, may be reported using the UE capability framework.

Fujitsu:
Proposal-3: Study the procedures and potential STD impacts of applicable functionality referring to the assumptions in Alt 1 proposed by FL.
· Configurable functionality is synonymous to identified functionality.
· Configured functionalities are determined by NW as a subset of identified functionalities.
· Applicable functionalities are reported from UE as a subset of configured functionalities.
· NW activates one functionality out of applicable functionalities.
· 
[bookmark: _Hlk135044062]Proposal-4: Regarding functionality-based LCM operations, at least the following approaches are studied: 
· NW-side performance monitoring at functionality level and following-up actions.
· UE initiated the request on functionality operations to NW based on its model-level-based monitoring. 

[bookmark: _Hlk135044075]Proposal-5: Regarding model-ID-LCM,
· Global model ID is assumed to be used in model identification/model registration procedure.
· Local model ID is introduced to facilitate model activation/deactivation/selection/switching.
· FFS: the relationship between the global model ID and the local model ID.

Xiaomi:
Proposal 3: one feature refers to one sub-use case. 

Proposal 4: One model could support one or more than one functionalities. 

Proposal 5: Which aspects should be specified as conditions of a Feature/FG  for functionality will be discussed in each sub-use-case agenda during normative work. 

Proposal 6: Consider the following steps / components for the functionality-based LCM 
· Step 1: Identify the applicable functionality 
· Step 2: Functionality selection and Functionality configuration 
· Step 3: Functionality activation
· Step 4: Functionality(model) switch/fallback/deactivation；
· Performance monitoring and functionality management for all the steps 

Proposal 7: Additional conditions could help the functionality management and the model management 
· Additional condition of the functionality can be reported to network during functionality identification
· Mechanism to acquire additional condition from network should be supported to facilitate the model operation on UE side 

Proposal 8: Categorize the model identification for the case without model delivery/transfer and the case with model delivery/transfer separately 
· Consider the following model identification types for the case without model delivery/transfer

Proposal 9: Confirm the necessity of defining local model index. The detailed design can be left to WI phase 

Proposal 10: Confirm the necessity for UE to report updates on applicable functionality(es) / applicable model(s) among [configured/identified] functionality(es) /model(s)

Proposal 11: Further study the following directions for the report updates on applicable functionality(es) and applicable model(s)
· Proactive report 
· Passive response

Panasonic: 
Proposal 1:  When the AI/ML model is trained is different NW or UE side with the selection of AI/ML model, the AI/ML model is expressed by the training data and expected output. This AI/ML model is logical AI/ML model. More concrete case is the AI/ML mode is trained in UE side and the selection of AI/ML model is NW side.
Proposal 2: 
- In functionality based LCM, UE determines what physical AI/ML model is used for what conditions/site. UE may use other than AI/ML model for the specific condition and/or the selection of the condition.
- In logical model-ID-based LCM, NW determines what logical AI/ML model is used for what conditions/site. UE further determines what physical model is used.
- In physical model-ID-based LCM, NW determines what physical AI/ML model is used for what condition/site. The AI/ML model may be only the parameters management.
Proposal 3:  For functional LCM, validation may be similar to non-AI/ML operation as all adaptation to the real deployment is rather UE side responsibility. For model-ID-based LCM, the validation using specific UE is required as a kind of test trial. This test trial can be skipped when the same AI/ML model is used for the same manufacture's same model in the same software version. This test trial is required even if the model is trained by the NW as the compilation, quantization and alignment to the UE internal processing related to AI/ML operating environment.
Proposal 5: Model update is restricted to the process updating the model parameters and/or model structure of a model of the same usage/purpose/applicable condition. It is same meaning with version update. When different usage/purpose/applicable condition is applied, it is new model.
Proposal 6: Model identification is "a process/method of identifying an AI/ML model for the common understanding of the usage/purpose/applicable condition between the NW and the UE".

LG: 
Proposal #2: Clarify that the key difference between model-based LCM and functionality-based LCM is on whether LCM signaling shall be triggered whenever status of model(s) is changed, e.g. via activation/deactivation/switching or not.
Proposal #3: Before going into details of LCM signaling, identify the case(s) when model-level LCM is needed and when it is not needed, i.e. functionality-based LCM is sufficient.
Proposal #4: Functionality-based LCM should be adopted as a baseline approach, which is applicable for most cases. On top of that, model-based LCM can be considered for some special cases, e.g. two-sided model and/or model transfer scenario, with more focused work scope.

Proposal #6: For the granularity of functionality, start from FG defined for UE capability, and further consider whether a functionality can cover multiple performance reference of the same feature or not.
Proposal #7: Consider dynamic reconfiguration of UCI reporting for the case of functionality switch/update for the same sub-use-case.
Samsung:
Proposal #3: Study functionality-based LCM for UE-side model where  
Alt 1: UE reports the supported AI/ML functionalities
Alt2: UE reports the supported AI/ML functionalities by mapping them to logical models. i.e., by indicating the group of functionalities supported by a single model. 
Note: Logical model implies a reported AI/ML model. UE may transparently have multiple implementations of a logical model. 

Proposal #4: For UE side and UE part of two-sided models, study mechanisms to manage  
1. Timeline and delay requirements for AI/ML operations, e.g., AI/ML model/functionality activation, switching, 
2. Processing capability for concurrently activated AI/ML models/functionalities 
Proposal#5: For UE-sided AI/ML models functionality-based LCM is adopted. 
· Network provides LCM assistance on the basis of specified AI/ML functionalities.
· Capability reporting relies on the specified list of functionalities. 
FFS: whether UE reports the supported AI/ML functionalities or the supported AIML functionalities by mapping them to logical models. i.e., by indicating the group of functionalities supported by a single model. 

Proposal#6: For two-sided AI/ML models, differ the conclusion on whether to adopt model-ID or functionality based LCM after evaluating the feasibility of 
· Case1: Two-sided models that work in a vendor-specific manner.  
· Case2: Two-sided models that work in a vendor-agnostic manner.
CAICT:
Proposal 4: A model could be identified referring to the functionality(s) with the same application conditions.
Proposal 5: For the same application conditions for the same AI/ML-enabled Feature, it is not necessary to operate functionality-based LCM and model-ID based LCM simultaneously.
Proposal 6: Functionality ID could be assigned to identified functionality(s) for functionality-based LCM.

ETRI:
Proposal 1: For the LCM of AI/ML in NR air interface, study whether/how to report application conditions of AI/ML that depend on scenario/site/dataset through a separate process other than UE capability reporting.
Proposal 2: For the LCM of AI/ML in NR air interface, study the following two-step identification process:
· Step 1: AI/ML functionality identification step
· The gNB sends a UE capability enquiry to the UE.
· The UE reports UE capability information to the gNB.
· UE capability information includes supportable configurations for each AI/ML functionality.
· Step 2: AI/ML model identification step
· The gNB sends configurations related to AI/ML functionalities.
· Configurations related to AI/ML functionalities include functionality ID
· The UE reports model ID(s) that can be supported for the configurations/functionality ID.
Proposal 3: For the LCM of AI/ML in NR air interface, study AI/ML operation scenario and/or operation area identification during the AI/ML model identification.
Proposal 4: For the LCM of AI/ML in NR air interface, study the following two options for AI/ML model information report procedure during/after the AI/ML model identification.
· Option 1: AI/ML model information report in response to the AI/ML related configuration
· Option 2: AI/ML model information report in response to the AI/ML model enquiry
Proposal 5: For the LCM of AI/ML in NR air interface, study a unified procedure to support both functionality-based LCM and model-ID based LCM.
CMCC:
Proposal 7: For the model description information during model identification, the following aspects could be considered:
· Model functionality
· Model applicability scenarios, configurations
· Information on model input
· Information on model output
· Information on assistance information
Proposal 8: For functionality identification, the functionality ID can be assigned by the network to facilitate functionality-based LCM procedure.  
Proposal 9: For the description information during functionality identification, the following aspects could be considered:
· Functionality
· Applicability scenarios, configurations of models for the functionality
· Information on model input type(s)
· Information on model output type(s)
· Information on assistance information
Proposal 10: Functionality identification is based on the UE capability UE reported and the associated applicable conditions for each functionality.
Proposal 11: Configured functionalities is a subset of identified functionalities, as identified functionalities refers to what NW could potentially configure to UE, and configured functionalities refers to what NW actually configures to UE as a subset of identified functionalities.
Proposal 12: UE could report the updates on the identified functionality(es) in a more dynamic manner than UE capability report.

MediaTek:
[bookmark: OLE_LINK72][bookmark: OLE_LINK71][bookmark: OLE_LINK531][bookmark: OLE_LINK530]Proposal 16: The global model ID is a permanent ID, which is assigned and managed by the network.
Proposal 17: The global model ID for each AI/ML model is used for the following purposes:
· [bookmark: OLE_LINK512][bookmark: OLE_LINK719][bookmark: OLE_LINK511][bookmark: OLE_LINK515]Model test certification
· UE capability reporting to indicate which AI/ML model is available at the UE
· Model paring of the AI/ML models between the UE and network for two-sided model
Proposal 18: Model Identification/Registration should be done before model transfer/delivery.
[bookmark: _Hlk135037016]Proposal 19: A model index is assigned to each model for model activation/deactivation/switch/selection by the network through model configuration. 
[bookmark: OLE_LINK132]Proposal 20: Study what associated information needs to be provided through model identification for the case that UE sided model is generated and training at the UE side and leave the model identification procedure to RAN2 discussion.  
Proposal 21: For each AI/ML model, at least following associated information needs to be known. FFS on other information. 
· Applicable AI/ML-enabled Feature/FG
· Information on model input
· Information on model output
· Information on pairing between UE-sided part and network-sided part of two-sided model 
Proposal 22: For model/functionality identification for UE-sided model when it is generated at the UE sided (over OTT server)， UE report updates on applicable functionality(es)/model(s) has following options:
· Option 1: Model/functionality identification through coordination between the server and RAN/CN during model delivery
· Option 2a: Model/functionality identification with UE report updates on applicable functionality(es)/model(s) over RRC messages to RAN
· Option 2b: Model/functionality identification with UE report updates on applicable functionality(es)/model(s) over NAS message to CN
Nvidia:
Proposal 8: Coordinate with SA5 on AI/ML model life cycle management.
Proposal 15: For AI/ML based enhancements for NR air interface, study potential specification impact related to UE capability for AI/ML based beam prediction including model training, model inference and model monitoring.

Apple:
Proposal 1: Use needForGap UE capability report framework at a starting point to support scenario-specific, site-specific, configuration-specific and/or dataset-specific AI model UE capability report.  If UE indicate the configuration/scenario/site is NOT supported in RRCReconfigurationComplete, NW should not configure the AI functionality or AI model. 

Proposal 2: Use UAI framework as a starting point to feedback additional UE preference due to temporary model un-availability such as desirable UE power saving, model concurrency etc. 

Proposal 3: Define functionality-based LCM and model ID based LCM independently.  

Proposal 4: Functionality granularity is sub-use case dependent and can be defined in later stage of WI similar to legacy UE feature discussion.   

Proposal 5: Functionality based LCM procedure can be used for one sided model without model transfer.

Proposal 6: Model ID based LCM procedure can be used for two-sided model, and one-sided model with model transfer.

Proposal 7: AI model identification can be done between vendors/operators during offline training collaboration for two-sided model, or part of feature alignment for one sided model for known model structure.  

Proposal 8: RAN1 discussion focus on the use cases and requirement for model ID. 
Proposal 9: 3GPP define model ID and model description. For two-sided model, the model ID is to facilitate the corresponding UE part or NW part model paring in LCM procedure. 
Proposal 10: For two-sided model, the model ID can be defined via:
· NW part model with NW vendor identification, and other applicable conditions. 
· UE part model with UE vendor identification, and other applicable conditions.  
· Both NW part model and UE part model, i.e., explicating link information is listed, and other applicable conditions.  
Proposal 11: Model description include scenarios/configurations for model inferencing, model input/output information, model file type/size/compression status etc.  

Lenovo:
Proposal 2: The information and signaling exchanging between NW and UE for Model-ID-based LCM can be tagged with a Model ID to facilitate LCM.
Proposal 3: The model-related information, i.e., model description, to be shared during model identification needs to be discussed per sub use case.
Proposal 4: Study the feasibility and values of the following for all sub use cases as the information to be shared during model identification:
- AI/ML-enabled Feature(s), e.g., configurations and applicable conditions
- Properties of nominal model input/output, e.g., quantization format
- Assistance information, e.g., type of labeled data for monitoring
- Model complexity, e.g., FLOP

Proposal 6: The information, i.e., configurations and application conditions, shared in functionality identification needs to facilitate functionality-based LCM.
Proposal 7: The configuration of AI/ML-enabled Feature/FG’ for the functionality is a set of system setting parameters indicated by RRC IEs, and the detailed configurations need to be studied per use case in the normative stage.

Proposal 8: Study the approaches to indicate the applicable conditions for the AI/ML functionalities per sub use case to facilitate functionality-based LCM.
Proposal 9: Functionality-based LCM can provide feasibility for UE to select AI/ML model, based on the assistance information after identification procedure.
Proposal 10: To update an identified functionality, an identifier, e.g., Functionality ID, can be introduced to facilitate the signaling exchanging between NW and UE.
Proposal 11: A set of dedicated signals, e.g., RRC signaling, can be defined to update the identified functionality.
Proposal 12: Study the feasibility of functionality-based only, model-ID-based only and joint functionality-based and model-ID-based LCM alternatives for each sub use case.
Proposal 13: A hierarchical Model ID, one level is for functionality indication and the other level is for the multiple models within the functionality, can be applied for both Model ID based LCM and Functionality based LCM.

Qualcomm:
Proposal 3: Similar to the UE capability signaling for existing features, UE may indicate the static envelope configuration for AI/ML-enabled features representing the possible supported configurations at the UE.

Proposal 4: Functionality can be seen as a unit for activation/deactivation/switching, that may correspond to a specific configuration or a set of configurations.

Proposal 5: Functionality identification reflects conditions indicated by UE capability. 

Proposal 6: UEs report updates on applicable functionalities as necessary or whenever NW inquires.

Proposal 7: The source gNB may request UE to provide the functionalities applicable by UE for the target and candidate cells in case of handover. Alternatively, applicable functionalities may be requested by the target cell.

Proposal 8: 
	Meta information
	Supplemental information being provided about a model during model identification process.



Proposal 9: UEs can utilize the identified model IDs to indicate the applicable models at one time to the network. 

Proposal 10: Adopt the three Types of model identification categories – Type A, B1, and B2.

Proposal 11: Consider the Table 1 to associate “initial model identification” and “updated model identification” with model identification types.
Table 1: Model identification types with initial and update model identification
	
	Initial model identification
	Updated model identification

	Type A
	Applicable 
	Applicable

	Type B1
	Applicable
	Applicable

	Type B2
	Not applicable
	Applicable



Proposal 12: Deprioritize B1 for initial model identification.

Proposal 13: Deprioritize further discussion of Type B1 for updated model identification.

Proposal 14: During the initial model identification procedure, the network should map the provided meta information with the assigned ID for subsequent operations. 

Proposal 15: Model description information may not contain the related functionality if model identification is done offline since functionalities can be created with over-the-air signaling.

Proposal 16: Consider Table 2 for configurations and additional conditions of the relevant sub-use cases.
Table 2: Configurations and additional conditions for sub-use cases
	
	Conditions of a Feature/FG available for functionality 
	Additional conditions (e.g., scenarios, sites, and datasets)

	CSI compression
	Configuration related to CSI feedback analogous to legacy framework (e.g., CSI-RS measurement config, CSI reporting config – subband, antenna port layout, rank restriction, payload configuration)
	Pairing ID to identify compatible UE-part; Other ID for network settings / scenario / site / dataset, if not captured in pairing ID.

	Spatial domain beam prediction
& Temporal domain beam prediction
	Configurations for Set A, Set B (including configuration of associated RS and associated signaling/report)
[Assistance information from NW to UE, including codebook ID, association/mapping/relationship between beams within Set A and beams within Set B (e.g., relative beam pointing angles of beams within Set A and beams within Set B), cell ID]
	[Assistance information from NW to UE, including codebook ID, association/mapping/relationship between beams within Set A and beams within Set B (e.g., relative beam pointing angles of beams within Set A and beams within Set B), cell ID]

	Direct AI/ML positioning
	Assistance data/information considered in legacy NR-RAT UE-based positioning  (e.g. DL PRS config., etc.)  (from LMF to UE)

	Validity area for direct AI/ML positioning  (expressed as zone info [lat./long./alt.] or cell-ID[phy./global]) (from UE to LMF and/or from LMF to UE)
 

	AI/ML-assisted positioning
	Assistance data/information considered in legacy NR-RAT UE-assisted positioning (e.g. DL PRS config., reporting config. etc.) and new measurement reporting type(s) and configurations (from LMF to UE)

	Validity area for AI/ML assisted positioning (expressed as zone info [lat./long./alt.] or cell-ID[phy./global]) (from UE to LMF and/or from LMF to UE)



Proposal 17: Functionality-based LCM is applicable to UE-side models in Collaboration Level y.

Proposal 18: Functionality activation, deactivation and switching are NW implementation based on identified functionalities assocociated with UE capability and do not need to be studied in this agenda item 9.2.1.

Proposal 19: NW can provide dataset ID for additional conditions that are not a part of configurations.

Proposal 20: The model ID and associated model description information can be utilized for various LCM steps for model management and control purposes.

Proposal 21: Models are identified by model IDs, and associated meta information known at the network is used for selection of the right model at the inference time.

Proposal 22: Model-ID-based LCM is useful for one-sided models when additional conditions such as scenarios, datasets, custom configurations are addressed outside specification, via vendor collaboration.

Proposal 23: Model-ID-based LCM is applicable for both one-sided and UE-part of two-sided models. 

Proposal 24: Model-ID-based LCM is applicable to Collaboration Level z.

KDDI:
Proposal 1：
Study how to link functionality and Feature/FGs in a functionality-based LCM.

Proposal 2:
Functionality activation/deactivation/switching/monitoring in the case of Alt1 and Alt2 is done as follows
Alt 1
· Functionality Activation
· Activate one of the Applicable functionalities.
· Functionality Deactivation
· Deactivate an Activated functionality.
· Functionality Switching
· Switching to one of the Applicable functionalities.
· Functionality monitoring
· The functionalities to be monitored are a subset of the Applicable functionalities.
· Note: A subset may be a full set.
Alt 2
· Functionality Activation
· Activate one of the Configured functionalities.
· Functionality Deactivation
· Deactivate an Activated functionality.
· Functionality Switching
· Switching to one of the Configured functionalities.
· Functionality monitoring
· The functionalities to be monitored are a subset of the Configured functionalities.
· Note: A subset may be a full set.

Rakuten: 
Proposal 4
Model ID should be changed upon the model update so that UE could know the model is updated.

Proposal 5
Performance monitoring should be done with awareness of model ID.

Proposal 6
Both gNB and UE can indicate model ID depending on the framework deployed.

Proposal 7
Model ID should be able to be indicated separately with functionality ID, in addition to the indication within functionality ID.

Proposal 8
Functionality should be related with the model ID and the collaboration level.


[image: A diagram of a model structure

Description automatically generated with low confidence]
Figure 1 Relationship between different model definition
Proposal 9
If functionality identification is performed within 3GPP framework, it should be performed before the model identification, if two different approaches coexist in in AI/ML operation for the same use case.

From perspective of the model identification, the problem is how to identify model structure. There are multiple possibilities to solve the problem: 

· Solution 1: UE driven - identify model structure identically in functionality identification,
· Solution 2: NW driven - identify model structure identically in functionality identification,
· Solution 3: identify model structure by differentiating model ID with consideration of model structure,
· Solution 4: UE indicate deployed model structure to the network, separately,
· Solution 5: Model performance requirements are specified in spec. for each use case. UE selects appropriate model structure that satisfies specified requirements, without awareness from the network.

In solution 1, based on the information about available AI/ML use cases, UE decides model structure to apply. On the other hand, in solution 2, the network decides the model structure to apply based on the report from UE about AI/ML related capability. 
There are other ways without involving functionality identification. In solution 3, model structure is identified by indicating model ID, by including model structure ID information to the model ID (hierarchical ID). In solution 4, model structure is identified by any schemes outside the 3GPP specification. In solution 5, only the model performance is specified with applicable model structure. By referring to the specification, applied model structure is identified depending on the use cases. 

Proposal 10
Discuss further about preferable solutions to identify model structure with/without functionality identification.

AT&T:
Proposal 4:  Characterize AI/ML model identification as a function of the associated information needed for the common understanding between the UE and the network, used for AI/ML LCM procedure

Proposal 5: Define three levels of AI/ML model identification categories: model functionality, AI/ML untrained model structure, and AI/ML trained model.
Proposal 7: 
For UE-side models or UE part of two-sided models, functionality identification is based on the conditions indicated by the UE capability report. 
FFS: Whether/how to report the NW capability [and NW interests] to UE after functionality identification for UE-side models or UE part of two-sided models

Proposal 8: A functionality refers to a specific configuration of the Feature/FG or a set of configurations of Feature/FG that can be activated/deactivated/switched using functionality-based LCM.

Proposal 9: The term functionality(/ies) used at various part of functionality-based LCM can be referred as  
· Identified functionalities: Set of functionalities indicated by UE capability report during functionality identification.
· This term corresponds to all functionalities for a given Feature/FG that can be supported by the UE.
· Configured functionalities: Set of functionalities that can be configured by the NW. 
· This term corresponds to the set of functionalities that are the intersection of UE capability and NW capability (NW interests). It is a subset of identified functionalities.
· Applicable functionalities: Set of functionalities that are currently applicable among the configured/identified functionalities. 
· This term corresponds to the set of functionalities that can be activated for the given Feature/FG for the current time. It is a subset of configured functionalities. 
· Activated functionality: The functionality that is currently activated from the set of applicable functionalities. 
Proposal 11: Study the use of a local model ID that can be used for model control purpose (model activation/deactivation/switching/selection) after model identification.
· FFS: Any relationship between local model ID and global model ID.
· FFS: If local model ID is identified for common understanding between NW and UE during model identification or after model identification. 
· FFS: If local model ID can be used to indicate compatibility between UE part and NW part of two-sided models.

Proposal 12: Functionality based LCM procedure is used for both UE-sided and two-sided models. 

Proposal 13: Functionality-based LCM meta info, including AI/ML-enabled features/FGs indicated by capability signaling, their applicable conditions, and model structure (if provided) can be optionally associated with one or multiple model IDs in order to support both functionality identification and model identification as well as LCM functions including model transfer/delivery, activation/deactivation, multi-vendor two-sided model pairing, model-specific performance monitoring, and testing and calibration performed by a network operator.

Proposal 14: For UE-side models and UE-part of two-sided models, functionality-based LCM is used.

Proposal 15: For UE-sided models, model-ID-based LCM procedure can be optional. 

Proposal 16: For two-sided models, both functionality and model-ID-based LCM are used.

Proposal 17: For CSI prediction using UE sided model study the following configurations and their granularity that will be signaled through the functionality, and the corresponding specification impact in functionality-based LCM
· UE speed
· Frequency PRB’s
· Prediction window
· Observation window
· Scenario (Uma etc.)
· Performance requirement/monitoring
· Other additional configurations

Proposal 18: Study the necessity for model-ID based LCM to support any additional functionalities that will not be supported through functionality-based LCM.
NEC:
Proposal 2: Study model-ID based lifecycle management with a higher priority.
Proposal 3: For a two-sided model, study methods to align NW part and UE part of one AI/ML model, e.g., including NW part ID and UE part ID as parts of the model ID.
Proposal 5: Study a hierarchical structure to configure the linkage between the AI/ML framework and the legacy CSI/BM/positioning framework. 
NTT Docomo:
Proposal 1: Conditions indicated by UE capability should include all static information that NW should be aware of for the NW operation. At least, the following information should be reported as the condition in UE capability.
・Nominal input information such as required measurements and assistance information for model input
・Nominal output information such as derived information from the functionality
・Applicable configuration/deployment associated with functionalities
Proposal 2: AI/ML enabled feature can be defined by input type and output type.
Proposal 3: Regarding how to address the additional conditions, focus on UE reporting of the applicable functionality update according to additional conditions rather than reporting additional conditions themselves. 
Proposal 4: Performance requirement under the indicated condition (e.g., configuration/deployment) should be verified by the test. 
Proposal 5: Further study the following functionality-based LCM procedure. 
・Step1: UE capability report of conditions on functionalities (= identified functionality)
・Step2: NW configures some or all identified functionalities (= configured functionality)
・Step3: UE indicates the applicable functionalities among configured functionalities
・Step4: NW determines which functionality is activated among applicable functionalities

Proposal 6: Model level LCM within a functionality should not include the fallback operation. 
Proposal 7: Discuss the pros and cons of following potential relationship between model ID-based LCM and functionality-based LCM.
・Relationship 1: Hierarchical LCM framework. 
· Functionality-based LCM is basic, and model ID-based LCM is optional.
· Model = functionality + additional condition
・Relationship 2: Unified LCM framework. 
· Functionality-based LCM is the same as model ID-based LCM.
· Model = functionality
・Relationship 3: Independent two LCM frameworks
· Functionality-based LCM and model ID-based LCM are independent
· Model ≠ functionality

TCL Communication:
Proposal 2: The logical model ID, which consists of scenario, feature, function, and local ID, will be used for air interface signalling. Other auxiliary information will be obtained through a model-ID based lookup inside UE or gNB entity. 
Proposal 3: The network’s unique ID (including UE IEMI, and gNB’s unique ID(Cell ID)) together with AI/ML model’s global unique ID should be used in AI-MAO for management. 

NYCU, NTPU:
Proposal 1: From RAN1 perspective, the model ID indicates the corresponding logical model.

Proposal 2: The logical model should contain information of model functionality, applicable conditions and model capability. Information of pairing is also should be contained in the two-sided model case

Proposal 3: Study necessity and feasibility of local model ID (temporary index) for model control purposes.

Proposal 4: Support sharing the view of local model ID to RAN2.

Continental Automotive:
Proposal 1: The index is allocated between NW and UE so that it can be used to represent different combinations of the assigned models (e.g., model IDs) for LCM signaling purposes.
Proposal 2: The index is also used to indicate the paired models.
Proposal 8: Relationship of quasi-based similarity between model/data properties need to be further studied for different LCM phases (model training/inferencing/monitoring, etc.).

Indian Institute of Tech (M), IIT Kanpur:
Proposal 1: Model management can be initiated by either the NW or the UE for a particular model. Upon request from the NW or UE, Model Management will select the model(s) for monitoring and collect the appropriate data.

Proposal 3: In the event that the NW doesn’t initiate the model identification process, the UE can request the NW for model identification.

Proposal 4: In addition to the NW identifying the models (Observation 4), we believe that for the UE-part of two-sided models, it is also possible for the UE to directly report the Model IDs along with the conditions (under which a functionality could use an AI/ML based approach) in the capability report. 

Proposal 5: There should be a distinction between AI/ML functionalities and Non-AI/ML functionalities.

Issue 7-8: Clarification of functionality terminology
After the agreement 6-7f and 6-12f in RAN1 #112-bis-e regarding “overall framework of functionality and model operation”, email discussions were held among companies to further clarify the term functionality.

During the email discussion, one confusion arose due to the interpretation of “configuration(s)” in the agreement:
	Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.


A number of companies interpreted “configuration(s)” as functionality configuration(s), but a prevailing understanding seems that “configuration(s)” refer to configuration parameter, i.e., the RRC IE. The latter was also the FL’s intention/interpretation leading to the agreement. So, it will be good to clarify this and make an agreement to avoid future confusion.

Regarding what is meant by “functionality”, the FL asked two alternatives:
· Alt 1: a specific configuration of the Feature/FG (i.e., a particular choice from NW for potential RRC configuration to UE)
· Alt 2: a set of configurations of the Feature/FG (i.e., the set of configurations that the NW could choose from for potential RRC configuration to UE)
Based on the companies’ inputs, the FL has summarized:
· Functionality may refer to a specific configuration of the Feature/FG or a set of configurations of the Feature/FG. We can perhaps say that a Functionality is a unit for activation/deactivation/switching, that may correspond to a specific configuration or a set of configurations.

Also, during email discussion, companies discussed various terminologies related to functionality, which was summarized by FL as follows:

Alt 1
· Configurable functionality is synonymous to identified functionality.
· Configured functionalities are determined by NW as a subset of identified functionalities.
· Applicable functionalities are reported from UE as a subset of configured functionalities.
· NW activates one functionality out of applicable functionalities.
Alt 2
· Applicable functionalities are reported from UE as a subset of identified functionalities.
· Configurable functionality is synonymous to applicable functionality.
· Configured functionalities are determined by NW as a subset of applicable functionalities.
· NW activates one functionality out of configured functionalities.
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The difference between these two alternatives is whether the applicable functionalties are reported only for configured functionalities. It is seen that the majority of companies think Alt1 is more appropriate. While it may not be essential to discuss/decide which Alternative is better, it will be very helpful to at least align terminologies used for discussion. 

[FL1] Proposal 7-8a:

Further clarification on functionality terminology:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configurations are the conditions in forms of RRC IE(s) reported by UE capability.
· A functionality refers to a specific configuration of the Feature/FG or a set of configurations of Feature/FG and may serve as a unit of activation/deactivation/switching in functionality-based LCM.

The term functionality(/ies) used at various part of functionality-based LCM can be referred to  
· Identified functionalities: functionalities corresponding to conditions indicated by UE capability
· Configured functionalities: functionalities that are configured by the NW among identified functionalities
· Applicable functionalities: functionalities that are currently applicable at the UE among identified functionalities
· Activated functionality: the functionality that is currently activated from the set of applicable functionalities
· FFS: Whether applicable functinoaltiy is a subset of configured functionalities, or vice versa.
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	Yes
	No

	Agree?
	 
	

	Company
	Comments

	vivo
	We prefer to not touch applicable functionality for now since they are still under study in another agreement and needs more clarification on the intention.
Other parts are fine.

	OPPO
	Generally fine for us. But we think the FFS point is essential for this proposal. We may try to clarify the FFS point in this meeting. If we can not make consensus on the FFS point. We are OK to support the proposal also.

	ZTE
	The proposal is related to signaling structure about the functionalities. We don’t think it’s really necessary to discuss it right now. The clarification may somehow create more ambiguities. Our suggestion is to address it in WI phase. For example, it’s not clear to us about the identified functionalities and configured functionalities.
1) Whether applicable conditions of a functionality are determined during the UE capability report or after the UE capability report. For Option 1, the applicable conditions of a functionality are determined by UE capability. For Option 2, the  the applicable conditions of a functionality are determined after UE capability. 
2) Whether a functionality can be configured by NW (i.e., via model transfer) after the UE capability report. For example, in the following two figures, Type 2 functionality is available after model transfer from NW. Therefore, we don’t know the configured functionality can include model transfer or not.

· Option 1: UE indicates its supported candidate values for each condition (or component) of an AI/ML-enabled feature as the legacy UE capability report. [image: ]
· Option 2: UE indicates its supported functionality of an AI/ML-enabled feature in a UE capability report, where the applicable conditions of a functionality are indicated by a combination of the conditions.
[image: ]

We can live with the first part for now with ‘RRC’ removed as positioning uses LPP signaling.

Further clarification on functionality terminology:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configurations are the conditions in forms of RRC IE(s) reported by UE capability. 

	Panasonic
	We share simialr view with vivo. The need of applicable functionality in functional framework is necessary or not is uncertain. It should be managed by model identification based.


	Huawei, HiSilicon
	In our understanding, the procedure includes two steps:
Step 1: UE report of the supported functionalities. (Identified functionalities?)
Step 2: NW activates one preferred functionality from the set of UE reported functionalities in Step 1. (Activated functionality?)
What are the need of the other “functionalities” (“Applicable functionalities” and “Configured functionalities”)? If “Applicable functionalities” means the dynamic update of the availability of functionalities, then it can be part of Step 1; for “Configured functionalities”, we do not see a storng need why NW has to make two steps to activate a UE side/part model – a direct activation is enough.

	NTT DOCOMO
	Support the proposal.

	Google
	We share similar view with HW.

	Futurewei
	We need some clarifications.
It is not clear to us the difference between “a specific configuration of the Feature/FG” and “a set of configurations of Feature/FG”. Does “a set of configurations” mean multiple “specific configuration”? 
And when “a set of configurations of Feature/FG” serve as a unit of activation/deactivation/switching in functionality-based LCM, will all the (set of)  configurations be considered a unit?
[Mod] Yes for both. For example, we cannot preclude the scenario wherein a set of payload sizes is configured as one functionality that will allow UE to dynamically select a payload size. 
Our overall feeling about functionality identification and functionality-based LCM is that, after all the discussions, there are still many aspects related to functionality ID that are not clear and, based on our observations, would take the group huge effort to sort it out (if possible). Some of our concerns are 
· Although the group decided to use legacy 3GPP framework of Features as a starting point for the study of functionality identification, there is not a well-defined “3GPP framework of Features”. 
· There is not clear understanding of the relationship between model Functionality and the Feature/FG. For example, how to link a Functionality to multiple UE Features/FGs? Note the agreement only says that “functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG”. Then, can we link one Functionality ID to multiple Features/FGs?
· It would be hard to define Functionality without the definitions of each Feature if Functionalities will be based on Features (which we think they would).
Based on this thinking, we think RAN1 should focus on model identification in the SI phase and defer the study of functionality identification details till Rel-19 work item phase.

	Fujitsu
	We share the similar view as that of vivo and Panasonic

	Lenovo
	We think new terms need to be carefully introduced. We need to align the agreements and procedures in advance. We share the similar view with HW that the procedure with two steps is enough, and also other possible LCM operations, e.g., updating selection and switching, can be used for the purposed discussed here. 

	NEC
	From our perspective, there are some benefits of having concept of configured functionalities where one of the configured functionalities is finally used for activation. A UE can be configured with multiple functionalities and one of the functionalities may be activated by the network/UE depending on the applicable scenario. For e.g., network may configure multiple functionalities for different radio condition of UE (poor signal, good signal) and can switch easily between the configured functionality quickly without incurring significant signalling overhead. Hence, we agree to support identified, configured and activated functionalities.

	LG
	Fine in general but not sure whether we need to define exact ‘unit’ for functionality unless we are going to index functionalities from zero to X. To our understanding, it is a configuration so may not need to define such unit as current specification.  

	KDDI
	Agree in general. But we have similar view with vivo. Applicable functionality should be clarified in another proposal.

	ETRI
	We share similar views with vivo and Panasonic.
Introducing applicable functionality without clear scope of applicable conditions that functionality can support can add confusion. For functionality identification, it was agreed to further study how to address additional conditions (e.g., scenarios, sites, and datasets). We can discuss this FFS point first.

	CAICT
	Similar view with HW.

	Ericsson
	Similar view as Huawei, the 4 circles are bit confusing and overly complicated. Regardinig the dynamic update of the availability of functionalities, it is important that this dynamic mechnis, are outside of existing UE capability framework, since it is seldomly peformed.  Hence there could be a motivation for a another step according to below. 
Step 1a: UE report of the supported functionalities. (Identified functionalities?) (static)
Step 1b: UE may report applicable functionallites (this procedure is dynamic, based on applicable functionalities not part of step 1a)
Step 2: NW activates one preferred functionality from the set of UE reported functionalities in Step 1 . (Activated functionality?)

	Samsung
	We agree with direction. Similar to Rel-15/16 TCI framework, activation after configuration may have benefits. The network can activate a subset of configured functionalities to make the UE ready for inference.

	CMCC
	Same view with vivo, the meaning of “applicable functionality” is still under discussion, we prefer not to discuss it here.

	TCL
	We share similar view with HW.




[FL2] Proposal 7-8b:
FL comments:
· There are a lot of comments on the need of introducing applicable functionality and configured functionality. This proposal is regarding aligning terminologies for LCM discussion purposes. Whether each concept is needed or not is a separate discussion. I clarified this in the updated version.
· To ZTE: The discussion of the two Options you raised is discussed in 7-9 and 7-11.
· To Futurewei: Please find my inline answer.
While I’m posing an updated proposal, let’s discuss 7-11 first, before discussing 7-8.


Further clarification on functionality terminology:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configurations are the conditions in forms of RRC/LPP IE(s) reported by UE capability.
· A functionality refers to a specific configuration of the Feature/FG or a set of configurations of Feature/FG and may serve as a unit of activation/deactivation/switching in functionality-based LCM.

The term functionality(/ies) used for LCM discussion purposes at various part of functionality-based LCM can be referred to  
· Identified functionalities: functionalities corresponding to conditions indicated by UE capability
· Configured functionalities: functionalities that are configured by the NW among identified functionalities
· Applicable functionalities: functionalities that are currently applicable at the UE among identified functionalities
· Activated functionality: the functionality that is currently activated from the set of applicable functionalities
· FFS: Whether applicable functinoaltiy is a subset of configured functionalities, or vice versa.
Note: The above functionality definitions are for discussion purposes. Whether each of them should be a separate concept from the others is a separate discussion. 
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	Yes
	No

	Agree?
	 Panasonic
	

	Company
	Comments

	CATT
	OK. Although we think it is more natural that the configured functionality is a subset of the applicable functionality.

	OPPO
	We think finally the configured functionalities will be the sub-set of applicable functionalities. In 5G system, NW RRC-configuration will be the last step before the dynamic indication (e.g. DCI). So after UE reports the applicable functionalities, NW will configure the list of functionalities based on the applicable functionality list.
We ever proposed the UE can dynamically report the applicable functionalities. But having the comments from DOCOMO on Tuesday morning offline session, we can agree that the UE updates on applicable functionalities cannot be too frequent. Too frequent change of UE applicable functionalities would result in an excessive scheduling restriction to gNB. 
Now we support the UE’s applicable functionality report can be semi-static. Then gNB will configure the functionalities based on the UE’s applicable functionality report. Then finally gNB activate some functionalities among the configured functionalities via dynamic signaling.
So we now support that the configured functionalities is the sub-set of UE’s applicable functionality, not verse visa.

	ETRI
	We are very confused.
The distinction between configured and applicable functionality means that some of the configured functionality is not applicable. Why does NW configure non-applicable functionality?
It also means that the functionality can include additional applicable conditions for scenarios/sites/datasets. However, this conflicts with the previous agreement that capabilities are defined based on conditions reported in UE capability reporting.
----------------
Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
…
-----------------
In our understanding, configured functionality can mean that the functionality is applicable based on the conditions presented in the UE capability report. Afterwards, we can consider the process of identifying additional applicable conditions (e.g., scenario/site/dataset) for the given/configured functionality, if needed.


	ZTE
	Prefer to de-prioritize this issue. We don’t need to introduce more definitions at this late stage. It can be further studied in WI phase to have a signaling framework for the different procedures. 

	Nokia/NSB
	We think that earlier RAN1 agreement on functionality more or less enough to define the functionality framework where configured functionalities are used to report applicable functionalities and there is no way around it. 
But, due to some companies misunderstanding of what is identified functionality, we are Ok with the following direction with edits. 

Further clarification on functionality terminology:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configurations are the conditions in forms of RRC/LPP IE(s) reported by UE capability.
· A functionality refers to a specific configuration of the Feature/FG or a set of configurations of Feature/FG and may serve as a unit of activation/deactivation/switching in functionality-based LCM.

The term functionality(/ies) used for LCM discussion purposes at various part of functionality-based LCM can be referred to  
· Identified functionalities: functionalities corresponding to conditions indicated by UE capability (i.e., all possible configurations that may be supported based on conditions indicated by UE capability)
· Configured functionalities: functionalities that are configured by the NW among identified functionalities
· Applicable functionalities: functionalities that are currently applicable at the UE among identified/configured functionalities
· Activated functionality: the functionality that is currently activated from the set of applicable functionalities
· FFS: Whether applicable functionality is a subset of not within the configured functionalities, or vice versa. (i.e., whether the UE can indicate not configured functionality as an appliable functionality)
Note: The above functionality definitions are for discussion purposes. Whether each of them should be a separate concept from the others is a separate discussion. 





[bookmark: _Hlk135632077][FL3] Proposal 7-8c:
FL comments:
· To ETRI: “In our understanding, configured functionality can mean that the functionality is applicable based on the conditions presented in the UE capability report. Afterwards, we can consider the process of identifying additional applicable conditions (e.g., scenario/site/dataset) for the given/configured functionality, if needed.”  You are using the term “applicable functionality” differently, and that’s why we’re trying to align the terminology. In the proposals, we’d like to use “applicable functionality” to refer to a subset of identified functionalities that are currently applicable given the current scenario/site and UE’s internal conditions.

Further clarification on functionality terminology:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configurations are the conditions in forms of RRC/LPP IE(s) reported by UE capability.
· A functionality refers to a specific configuration of the Feature/FG or a set of configurations of Feature/FG and may serve as a unit of activation/deactivation/switching in functionality-based LCM.

The term functionality(/ies) used for LCM discussion purposes at various part of functionality-based LCM can be referred to  
· Identified functionalities: functionalities corresponding to conditions indicated by UE capability (i.e., all possible configurations that may be supported based on conditions indicated by UE capability)
· Configured functionalities: functionalities that are configured by the NW among identified functionalities
· Applicable functionalities: functionalities that are currently applicable at the UE among identified functionalities
· Activated functionality: the functionality that is currently activated from the set of applicable functionalities
· FFS: Whether applicable functinoaltiy is a subset of configured functionalities, or vice versa.
Note: The above functionality definitions are for discussion purposes. Whether each of them should be a separate concept from the others is a separate discussion. 

Below are examples of potential relationships:
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	Yes
	No

	Agree?
	 Panasonic
	

	Company
	Comments

	Xiaomi
	· For the applicable functionality, how to judge whether one functionality is applicable at current stage is not clear. We suggest the following update 
· Applicable functionalities: functionalities that are currently applicable at the UE among identified functionalities based on UE’s latest report 

· For the activated functionality, the relationship with configured functionality should be clarified as well. We suggest the following update 
· Activated functionality: the functionality that is currently activated from the intersection set of between applicable functionalities and configured functionalities


	AT&T
	We are fine in general. We are fine with alt 1 or alt 2 without the {=configurable functionalities} in both figures as it configured functionalities may be a subset of identified or applicable functionalities. 

	NTT DOCOMO
	We support the term definition. But we would appreciate the clarification of Alt4. In Alt4, applicability update can be reported both for before and after the configuration of functionalities?

	Apple
	In our view, identified functionality refer to the “static” UE capability. The added sentence is confusing, seems conditions can be interpreted as applicable condition. In addition, UE capability report includes legacy capability request/response, and additional UE capability based on configuration as specified in R16. We believe the purpose here is referring to UE capability inquiry and response.  
· Identified functionalities: functionalities corresponding to conditions indicated by UE capability inquiry/response (i.e., all possible configurations that may be supported based on conditions indicated by UE capability)
 

	Fujitsu
	We are fine with the proposal in general. To clarify, do we keep 4 alternatives open or do some down-selection at this stage?

	ETRI
	Thanks for the comments.
However, we understand the intent of the suggestion similar to FL comment. The followings are what we want to be clear about:
The functionality should be based on conditions reported in the UE capability report. This is an agreement. In other words, functionality can resolve whether or not the conditions reported in the UE capability report are applied. Therefore, the meaning of referring applicable functionality as "a subset of identified functionalities that are currently applicable given the current scenario/site and UE’s internal conditions " presupposes that the current scenario/site and UE's internal conditions should be reported in the UE capability report. If not, this means that there is an additional procedure to check the applicability for the "given/configured functionality" rather than the "applicable functionality". According to the agreed definition, functionality cannot include conditions that are not reported via UE capability reporting.

	Samsung
	Thank you FL. Our understanding is Alt1. Since we have described functionalities as configuration or set of configurations, identified functionalities indicated by UE capability report are just potentially configurable functionalities. Moreover, we do not see why and how UE updates applicable functionalities, if they are not configured already. 



	OPPO
	Our preference is Alt.2, because only after UE reports the applicable functionalities, NW can configure a list containing all functionalities ready for activation. In this case, the UE reports the applicable functionalities semi-statically.
Alt.1 also works. But our concern is that if the UE’s report of applicable functionalities is dynamic, the gNB scheduling will be too complex.




[FL4] Proposal 7-8d:
FL comments:
· Just to clarify, the intention is not debating Alternatives nor any down-selection. We don’t need to do it at this stage. The Alternatives are provided just for the purpose of better understanding of terminology.
· Updated the diagrams (removed “configurable functionalities”)
· To ETRI: As an example, UE may indicate support of Case 2-a positioning in UE capability (identified functionality). However, the support may be site-specific, meaning that the functionality is applicable on some sites but not on others. So, the Case 2-a positioning functionality may or may not belong to an applicable functionality at a given moment.
· To Xiaomi: I feel that the current wording is clearer. Hope the current wording is acceptable to you.
· NTT DOCOMO: Alt4 is provided as a more generic diagram.

Further clarification on functionality terminology:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configurations are the conditions in forms of RRC/LPP IE(s) reported by UE capability.
· A functionality refers to a specific configuration of the Feature/FG or a set of configurations of Feature/FG and may serve as a unit of activation/deactivation/switching in functionality-based LCM.

The term functionality(/ies) used for LCM discussion purposes at various part of functionality-based LCM can be referred to  
· Identified functionalities: functionalities corresponding to conditions indicated by UE capability (i.e., all possible configurations that may be supported based on conditions indicated by UE capability)
· Configured functionalities: functionalities that are configured by the NW among identified functionalities
· Applicable functionalities: functionalities that are currently applicable at the UE among identified functionalities
· Activated functionality: the functionality that is currently activated from the set of applicable functionalities
· FFS: Whether applicable functinoaltiy is a subset of configured functionalities, or vice versa.
Note: The above functionality definitions are for discussion purposes. Whether each of them should be a separate concept from the others is a separate discussion. 

Below are examples of potential relationships:
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Issue 7-9: Remaining issues on the functionality/model identification and LCM
Following the agreements related to functionality/model identification and related LCMs, it would be useful to discuss further details and clarify some aspects. One of them is provided in the below figure associated with the feature, functionality and model. There are some other aspects as well.
 
[image: ]

[FL1] Proposal 7-9a:
For functionality/model identification and LCM,
· In functionality-based LCM, Functionality ID may be introduced to facilitate the signaling exchanging between NW and UE.
· A model ID used for model identification and LCM purposes may be local or global.
· One model identified by a model ID may support one or more than one Functionalities.
· In model-ID-based LCM, UE indicates supported AI/ML models for a given AI/ML-enabled Feature/FG in a UE capability report or in a subsequent procedure.
· FFS: Whether and how UE indicates supported AI/ML models in relation to identified/configured functionalities.
· Functionality-based LCM is applicable for the case with functionality identification.
· Both functionality-based LCM and model-based LCM are applicable for the case with model identification.
· A possible frequent update of models or applicable conditions (if needed) does not imply frequent updates in UE capabilities within the existing capability framework

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	vivo
	We have the following comments:
· Functionality ID is a signaling design that is up to WI and other WG to determine. It is inappropriate to say there is such ID for now.
· The case that functionality-based LCM applied to model identification can be supported with the assumption that functionality is limited to existing signaling framework. Otherwise if functionality becomes dynamic, there will be overlapping between functionality-based LCM and model ID based LCM.

[FL1] Proposal 7-9a:
For functionality/model identification and LCM,
· In functionality-based LCM, Functionality ID may be introduced to facilitate the signaling exchanging between NW and UE.
· A model ID used for model identification and LCM purposes may be local or global.
· One model identified by a model ID may support one or more than one Functionalities.
· In model-ID-based LCM, UE indicates supported AI/ML models for a given AI/ML-enabled Feature/FG in a UE capability report or in a subsequent procedure.
· FFS: Whether and how UE indicates supported AI/ML models in relation to identified/configured functionalities.
· Functionality-based LCM is applicable for the case with functionality identification.
· Both functionality-based LCM and model-based LCM are applicable for the case with model identification with the assumption that functionality identification uses existing capability framework.
· A possible frequent update of models or applicable conditions (if needed) may need signaling different fromdoes not imply frequent updates in UE capabilities within the existing capability framework




	OPPO
	We do not quite understand in Bullet 5, why functionality-based LCM is applicable for the case with model identification. If models have been identified, model-based LCM will provide better than life cycle management than functionality-based LCM. In which case we need functionality-based LCM with model identification?


	ZTE
	1) We should have a unified solution for functionality-based LCM and model-ID based LCM. To our understanding, either the functionality or an identified model should be allocated with a local identifier. However, the local identifier doesn’t need to differentiate whether it’s associated with a model or a functionality. From network perspective, the local identifier is just a function unit operated at UE that is not transparent to network, which can facilitate the follow-up indication on various operations.  
2) We don’t think a hierarchical structure for functionality and model is needed, the model or functionality is just a function unit operated at UE that is not transparent to network. Therefore, there is no too much difference for model-ID based LCM functionality-based LCM. We acknowledge that an ID may be introduced to facilitate the signaling exchanging between NW and UE. The ID can be either associated with a model or a functionality. 
3) In addition, our understanding is that a functionality can include both semi-static parts and dynamic parts. It’s too early to say that the functionality identification should follow existing UE capability framework. How to enable the dynamic parts can be discussed separately. It’s fine to address it in WI phase.

With about comments, we prefer the following version:
 For functionality/model identification and LCM,
· A local ID may be introduced to facilitate the signaling exchanging between NW and UE. The local ID may either be associated with a functionality or a model.
· A model ID used for model identification may be global. UE indicates supported AI/ML model(s) via the model ID(s) for a given AI/ML-enabled Feature/FG in a UE capability report or in a subsequent procedure.

	Panasonic
	Although functionality ID is described as "may be introduced", we are not sure the need of functionality ID or more traditional way of the signalling of the functionality as the configuration. Therefore, we propose to have both possibilities.
· In functionality-based LCM, Functionality ID may be introduced to facilitate the signaling exchanging between NW and UE. Or functionality may be expressed as the configuration(s) as the signalling.
In case different functions of the same (physical) model, just to have different model ID for each function may be sufficient. It may be related to validation and testing discussion.  
· One model identified by a model ID may support one or more than one Functionalities. Or a model ID may be allocated for each functionality even the actual model is same.


	Huawei, HiSilicon
	1) For local model ID, as we commented in the last meeting, RAN1 does not identify the need – it could be RAN2 scope.
· A model ID used for model identification and LCM purposes may be local or global.
2) We do not see the need to build model identification LCM on top of functionality identification LCM. In model identification LCM, after model is identified between NW and UE, UE directly reports the supported model ID(s)-then the NW can activate a model from the reported model IDs. The needed RRC parameters, conditions, etc. are all implicitly indicated by the model ID (these meta information associated with the model ID have been addressed to NW side during model identification procedure).
Both functionality-based LCM and model-based LCM are applicable for the case with model identification
One model identified by a model ID may support one or more than one Functionalities

	NTT DOCOMO
	As the model identified by model ID may be logical, the boundary between model and functionality is not distinct. We think the difference between model and functionality should be studied first, before agreeing the model and functionality are hierarchical structure.

	Google
	We do not see the need to introduce ‘functionality ID’.

	Futurewei
	We suggest leaving functionality based topics to the R19 WI phase and focusing on model ID based approach in this SI.
Agree in general for the model ID related statements.

	Fujitsu
	For functionality-based LCM, we also think it is too eary to conclude functionality ID is the only way for functionality control. 
For the 3rd bullet, we think a model can support more than one functionality in terms of implementation,. But referring to a logical model, it would be better links to only one functionality. 

	Lenovo
	We suggest not to mix ID discussion and functionality/model-ID-based LCM. 
For the ID issues, we share the similar view with ZTE that ‘A local ID may be introduced to facilitate the signaling exchanging between NW and UE. The local ID may either be associated with a functionality or a model.’
The relationship between functionality-based and model-ID-based LCM can be discussed in another issue, Issue 7-17.

	NEC
	We don’t understand the subbullet “Both functionality-based LCM and model-based LCM are applicable for the case with model identification.” Does it imply that functionality-based LCM have model indentification component?

	LG
	· 1st bullet: as commented in 7-8, we are not sure the need for functionality ID. 
· 2nd bullet: this does not seem to be helpful for progress. We need to be more specific when it is local and when it is global.
· 3rd bullet: unclear how this is applicable and why this is needed unless we are going to apply both LCM approaches simultaneously.
· 4th bullet: this is only for UE-side/part model to our understanding. For UE-side model, i.e. one-side model, we don’t think model-ID based LCM is necessary so we suggest to discuss when model-ID-based LCM is necessary firstly before discussing related signaling aspect.
· 6th bullet: unclear why both functionality-based LCM and model-based LCM need to be applied when model is identified?
· 7th bullet: intension is fine but whether dynamic functionality/model update can be viewed as dynamic capability update or not may not be understood differently per company. 

	ETRI
	We think that functionality/model identification and LCM have their own strengths, and it is worth considering taking advantage of the strengths of both approaches.
For the functionality identification and LCM, we think that resolving dynamic application conditions may not enough. For example, if models are not identified, the UE may not receive feedback from the NW on the system performance monitoring result of each model. Moreover, in the case of a two-sided model, the exchange of model information may be essential for parining.
For the model identification and LCM, we think that reporting all the model IDs to the NW may not efficient. For example, considering the scenario, site, and dataset conditions, the number of models can be very large. If model IDs are reported before the feature is clarified, model IDs will be reported unnecessarily even for the feature that the network will not use, causing excessive signaling overhead. In addition, model IDs are reporting without feature information, NW should perform an indexing process to find the feature/configuration information corresponding to each model ID whenever model IDs are reported, and this process can be inefficient.

	CAICT
	General fine. Some clarifications on “Both functionality-based LCM and model-based LCM are applicable for the case with model identification.” Is needed. For functionality-based LCM only, model identification might not be necessary. 

	Ericsson
	Not supportive to add “Functionallity ID”. This would add another layer on confusion for functionalities, we don’t see the need of an ID. 
· In functionality-based LCM, Functionality ID may be introduced to facilitate the signaling exchanging between NW and UE.
It would be beneficial to clarify the relation between model and functionalities prior to discussing this proposal in our view. For example, first agree on:
One model identified by a model ID may support one or more than one Functionalities.

	Samsung
	We are ok with the direction. 
When functionality refers to a single configuration, the configuration ID may serve as functionality identification.
When functionality refers to a set of (multiple) configurations, the configurations can be linked by higher layer parameter.  

	TCL
	Same view with Ericsson a model ID may support one or more than one Functionalities.



[FL2] Proposal 7-9b:
FL comments:
· ZTE suggested a good framework, which I adopted in the revised proposal.
· To vivo/OPPO/Huawei/NEC: The bullet “Both functionality-based LCM and model-based LCM are applicable for the case with model identification” is for simply acknowledging that it’s up to the NW to use functionality-based LCM even if models are identified. Anyway, given that this bullet is rather obvious but seems to be causing confusion, let’s just remove this bullet, along with the other accompanying bullet.
· To Panasonic: I think your additions are already implied by the existing statements.
· To Huawei: Quite a few companies are proposing the use of local model ID. I feel that the local ID discussion helps clarifying the overall framework.
· There are several questions on the need of a functionality ID. It’s less about introducing a singaling, but more about having a unified framework for functionality and logical/physical models. As NTT DOCOMO also pointed out, the boundary between functionality and (logical) model is unclear. In fact, the main difference between functionality and model is how they are identified, but once identified, the LCM operations are mostly common. 
· Related to the above comment, I moved one bullet from 7-14 to here.

For functionality/model identification and LCM,
· In functionality-based LCM, Functionality ID may be introduced to facilitate the signaling exchanging between NW and UE.
· A model ID used for model identification and LCM purposes may be local or global.
· Study shall strive for a unified framework for functionality based LCM and model-ID based LCM as much as possible.
· Example: A local ID may be introduced to facilitate the signaling exchanging between NW and UE. The local ID may either be associated with a functionality or a model.
· One model identified by a model ID may support one or more than one Functionalities.
· In model-ID-based LCM, UE indicates supported AI/ML models for a given AI/ML-enabled Feature/FG in a UE capability report or in a subsequent procedure.
· FFS: Whether and how UE indicates supported AI/ML models in relation to identified/configured functionalities.
· Functionality-based LCM is applicable for the case with functionality identification.
· Both functionality-based LCM and model-based LCM are applicable for the case with model identification.
· A possible frequent update of models or applicable conditions (if needed) may need signaling different fromdoes not imply frequent updates in UE capabilities within the existing capability framework.

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	CATT
	Generally fine with the update version but on the newly added sub-bullet:
· Example: A local ID may be introduced to facilitate the signaling exchanging between NW and UE. The local ID may either be associated with a functionality or a model.
Does it mean cross functionality-based and model-ID-based indication is allowed? For example, switching model#1 to functionality#2 by a switching command? It sounds a little confusing.

	OPPO
	Generally support.

	NEC
	We do not think that there is any need to specify whether a local id is required for accomplishing unified framework. Local id based concept is more directed towards stage-3 discussion which can be handled during WI phase after other important aspects of the framework are fixed. Hence, we propose to remove the example. If we want to discuss how to accomplish unified framework perhaps better way forward is to discuss what type of signaling (L1/L2/L3) is required for which LCM process.
· Study shall strive for a unified framework for functionality based LCM and model-ID based LCM as much as possible.
· Example: A local ID may be introduced to facilitate the signaling exchanging between NW and UE. The local ID may either be associated with a functionality or a model.
For the last bullet, it would be more appropriate to currently state that “signaling enhancements” could be required on top of existing capability framework to address the scenario of frequent UE updates. How these signaling enhancements can be achieved can be left to further discussion, this can be based on defining new signaling or be enhancement to UE capability signaling.
A possible frequent update of models or applicable conditions (if needed) may require signaling enhancement on top of the existing capability framework

	Panasonic
	Unified framework for functionality based LCM and model-ID based LCM should be applied when it is useful. On the other hand, if the result means is not useful because of "as much as possible", unified framework should not be taken. 
· Study should shall strive for a unified framework for functionality based LCM and model-ID based LCM when useful as much as possible.
As the usage of local ID have different among people like some says just non global ID of the temporally usage or implicit call of data set based ID, it may not so proper to use example.
· Example: A local ID may be introduced to facilitate the signaling exchanging between NW and UE. The local ID may either be associated with a functionality or a model.
Physical model can support one or more than one functionality as the implementation. On the other hand, logical model may be assigned for each of the functionality. The network is not required to know whether the physical model is same or not corresponds to multiple of functionalities or multiple of logical models. It is UE implementation choice. Therefore, I propose to modify as following. On the other hand, I can live also current description as at least physical model case support more than one function is covered by "may".
· One physical model identified by a model ID may support one or more than one Functionalities. One logical model identified by a model ID supports one Function.


	ETRI
	We are generally fine with the updated proposal.

	ZTE
	1) We want to emphasize again: we should have a unified solution for functionality-based LCM and model-ID based LCM. To our understanding, either the functionality or an identified model should be allocated with a local identifier. However, the local identifier doesn’t need to differentiate whether it’s associated with a model or a functionality. From network perspective, the local identifier is just a function unit operated at UE that is not transparent to network, which can facilitate the follow-up indication on various operations.  
2) If a model is already identified, network can aleady know the correspodning generalization capability in various conditions. Therefore, we don’t think the follwing bullet is needed:
· One model identified by a model ID may support one or more than one Functionalities.
3) For the following bullet, we don’t need to mention which LCM procedure the procedure is belonging. It’s just UE capability report. The UE capbility report should always report the models that are already identified. For the FFS part, it’s discussed in Proposal 7-8b. We don’t need to mix model and functionality in the same proposal.
In model-ID-based LCM, UE indicates supported AI/ML models for a given AI/ML-enabled Feature/FG in a UE capability report or in a subsequent procedure.
· FFS: Whether and how UE indicates supported AI/ML models in relation to identified/configured functionalities.
4) Last bullet is under discussion in Proposal 7-11c.
5) With above comments, please see our suggestions:
· Study shall strive for a unified framework for functionality based LCM and model-ID based LCM as much as possible.
· Example: A local ID may be introduced to facilitate the signaling exchanging between NW and UE. The local ID may either be associated with a functionality or a model.
· One model identified by a model ID may support one or more than one Functionalities.
· In model-ID-based LCM, UE indicates supported AI/ML models for a given AI/ML-enabled Feature/FG in a UE capability report or in a subsequent procedure. The supported AI/ML models are already identifed via model identification Type A/B1/B2.
· FFS: Whether and how UE indicates supported AI/ML models in relation to identified/configured functionalities.
· A possible frequent update of models or applicable conditions (if needed) may need signaling different fromdoes not imply frequent updates in UE capabilities within the existing capability framework.


	vivo
	The target use cases and scenarios for the following needs further clarification. Prefer not to include this for now.
· One model identified by a model ID may support one or more than one Functionalities.


	Nokia/NSB
	Not clear about the need of the proposal. We do not think the discussions about “ID” is useful. Signalling of functionality (configuration) can be discussed in WI, and ID may come in some form as with other legacy RRC/LPP configurations. 
We shall discuss/agree on additional conditions and conditions, where that may allow what exactly companies wish to specify as additional conditions or conditions.




[FL3] Proposal 7-9c:
FL comments:
· Views from several companies that the ID discussion belongs to the WI stage.
	
For functionality/model identification and LCM,
· In functionality-based LCM, Functionality ID may be introduced to facilitate the signaling exchanging between NW and UE.
· A model ID used for model identification and LCM purposes may be local or global.
· Study shall should strive for a unified framework for functionality based LCM and model-ID based LCM as much as possible. Once functianlities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.
· Example: A local ID may be introduced to facilitate the signaling exchanging between NW and UE. The local ID may either be associated with a functionality or a model.
· One model identified by a model ID may support one or more than one Functionalities.
· In model-ID-based LCM, UE indicates supported AI/ML models for a given AI/ML-enabled Feature/FG in a UE capability report or in a subsequent procedure.
· FFS: Whether and how UE indicates supported AI/ML models in relation to identified/configured functionalities.
· Functionality-based LCM is applicable for the case with functionality identification.
· Both functionality-based LCM and model-based LCM are applicable for the case with model identification.
· A possible frequent update of models or applicable conditions (if needed) may need signaling different fromdoes not imply frequent updates in UE capabilities within may require signaling enhancement on top of the existing capability framework.

	
	Yes
	No

	Agree?
	 Panasonic
	

	Company
	Comments

	Xiaomi
	For the deleted bullet “One model identified by a model ID may support one or more than one Functionalities.
 In our view, different vendors may have different strategy on the model development. Allow the possibility of mapping one model to one functionality or multiple functionalities could give more flexibility on the model development on UE side. Thus we prefer to keep it

	AT&T
	It is unclear what is meant by using similar procedure for model/functionalities in Once functianlities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.
The procedure for activating a model can differ from activating a functionality as activating a model requires model ID and may also require functionality to be activated however functionality activation would simply require the functionality. 

	NTT DOCOMO
	Support the proposal.

	Huawei, HiSilicon
	Basically, we are supportive to introducing a unified framework for functionality and model. But some questions/comments in below.
1) A clarification question: we noticed that “switching” exists; if it is applicable to functionality LCM, does it mean the functionality ID is needed? Or, it is a broader concept, that the reconfiguration of RRC para that leads to change of functionality also belongs to switching?
Once functianlities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring
2) What is the “in a subsequent procedure”? Can you give an example?
In model-ID-based LCM, UE indicates supported AI/ML models for a given AI/ML-enabled Feature/FG in a UE capability report or in a subsequent procedure
3) For the following point, as a clarification question: is it an extended discussion for the “report updates on applicable functionality(es)/model(s)” in the 112b-e agreement? If so, it may not be an enhancement “on top of UE capability”, but a reusing/extension of another dynamic report mechanism, e.g., UAI. 
“
A possible frequent update of models or applicable conditions (if needed) may need signaling different fromdoes not imply frequent updates in UE capabilities within may require signaling enhancement on top of the existing capability framework.
“

	Fujitsu
	We support to “strive for a unified framework for functionality-based LCM and model-ID based LCM”

	ETRI
	We share views with AT&T.
Since we are in the stage of discussing the necessity of the unified framework and the direction of study, we think it is too early to discuss the specific form of the unified framework at this stage. Therefore, we also would like to remove the following sentence:
Once functianlities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.

	Futurewei
	Support in general. Suggest adding an FFS for the subsequent procedure for the second bullet.
· FFS: the subsequent procedure.


	OPPO
	Generally fine.




[Agreement] 7-9d
Agreement
For functionality/model-ID based LCM,
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.

[bookmark: _Hlk135746294][FL4] Proposal 7-9e:
· In model-ID-based LCM Once models are identified offline, UE indicates supported AI/ML models IDs for a given AI/ML-enabled Feature/FG in a UE capability report or in a subsequent procedure.
· FFS: Whether and how UE indicates supported AI/ML models in relation to identified/configured functionalities.
· FFS: Using a procedure other than UE capability report
· A possible frequent update of applicable functionalities/models or applicable conditions (if needed) may need signaling different from may require signaling enhancement on top of the existing capability framework.

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	
	

	
	




Issue 7-11: dynamic functionality/model applicability
Applicable functionalities at UE may change over time. Reasons may include site-, scenario- and/or dataset-specific models underlying a functionality. Additionally, UE’s memory usage, battery status, or any other hardware limitations and temporary unavailability of a model (e.g., time to download a model upon transparent model switching) affect applicable functionalities. 

Likewise, applicable models at UE may also change over time due to UE’s memory usage, battery status, or any other hardware limitations in addition to temporary unavailability of a model (e.g., time to download a model upon transparent model switching).

Therefore, in RAN1 #112-bis-e, it was agreed
	· Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.
· Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.



These changes in applicable functionalities and models can be attributed to additional conditions. In the RAN1 #112-bis-e agreement, additional conditions are FFS.
	FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.




Additional conditions can be defined as the information provided by NW to UE such as scenario/dataset ID, pairing information for two-sided model operation, site/cell ID. Furthermore, UE’s internal conditions such as memory, battery, other hardware limitations, temporarily unavailability of a model due to the need of model download can also be considered as additional conditions.

[FL1] Proposal 7-11a:
Confirm the necessity for UE to report updates on applicable functionality(es) / applicable model(s) among [configured/identified] functionality(es) /model(s).

Categorize additional conditions as follows:
Category 1: Additional conditions provided by the NW, e.g., scenario/dataset ID, pairing information for two-sided model operation, site/cell ID.
Category 2: UE’s internal conditions unknown at the NW such as memory, battery, other hardware limitations, temporary unavailability of a model due to the need of model download

Take the following mechanisms for handling the above two Categories of additional conditions as the baseline and further study them in general agenda and in each sub-use-case:
· In Functionality based LCM
· Category 1 additional conditions 
· Alt 1: UE may indicate Category 1 conditions via UE capability or other mechanisms. 
· Alt 2: UE may dynamically report updates on applicable functionalities due to changes in Category 1 conditions 
· Category 2 additional conditions 
· UE may dynamically report updates on applicable functionalities due to changes in Category 2 conditions.
· In Model ID based LCM
· Category 1 additional conditions 
· Category 1 conditions for a model is provided via meta info during model identification. UE indicates supported models during UE capability.
· Category 2 additional conditions 
· UE may dynamically report updates on applicable models due to changes in Category 2 conditions.
For dynamically reporting updates, further study the following mechanisms
Reports upon Network’s request
Proactive reports from UE

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	vivo
	We are fine for the mode ID based LCM to support Category 1 and Category 2.
We don’t support the funcationality to be associated with scenario/dataset ID. Thus the applicable functionality part should be deleted.

Confirm the necessity for UE to report updates on applicable functionality(es) / applicable model(s) among [configured/identified] functionality(es) /model(s).

Categorize additional conditions as follows:
Category 1: Additional conditions provided by the NW, e.g., scenario/dataset ID, pairing information for two-sided model operation, site/cell ID.
Category 2: UE’s internal conditions unknown at the NW such as memory, battery, other hardware limitations, temporary unavailability of a model due to the need of model download

Take the following mechanisms for handling the above two Categories of additional conditions as the baseline and further study them in general agenda and in each sub-use-case:
· In Functionality based LCM
· Category 1 additional conditions 
· Alt 1: UE may indicate Category 1 conditions via UE capability or other mechanisms. 
· Alt 2: UE may dynamically report updates on applicable functionalities due to changes in Category 1 conditions 
· Category 2 additional conditions 
· UE may dynamically report updates on applicable functionalities due to changes in Category 2 conditions.
· In Model ID based LCM
· Category 1 additional conditions 
· Category 1 conditions for a model is provided via meta info during model identification. UE indicates supported models during UE capability.
· Category 2 additional conditions 
· UE may dynamically report updates on applicable models due to changes in Category 2 conditions.
For dynamically reporting updates, further study the following mechanisms
Reports upon Network’s request
Proactive reports from UE


	OPPO
	Generally OK for the bullets. We support both the functionality-based part and model-based part in the proposal.
But some examples in the bullet are still pending clarification:
What is relation between scenario and cell/site? If we have the scenario-based condition, do we still need the cell/site-based condition, and verse visa?
We still have concerns about the pairing information for two-sided model. Should it be separate from model ID? Or it can be expressed by model ID?
We suggest to avoid listing too many examples, especially the unclear ones.

	ZTE
	We prefer not to mix two issues together. We prefer to only focus on category 1 in this proposal.
1) Additional conditions, as discussed in last meeting, which are the applicable conditions of a model/functionality. It’s to define generalization capability of a model. It should be the attributes of a model/functionality. It’s not provided or configured by network. It should be reported by UE during the model/functionality identification.
2) For category 2, the operation is on a whole model/functionality for it’s applicability status. It’s nothing about the applicable conditions.

Additional conditions e.g., scenario/dataset ID, pairing information for two-sided model operation, site/cell ID may be provided during the model/functionality identification process
· UE may indicate the additional conditions via UE capability or other mechanisms. 
· The additional conditions for a model is provided via model description information during model identification. 

	Panasonic
	We have similar view with vivo on the need of additional condition for functionality based LCM is not sure.


	NTT DOCOMO
	In Alt1 for funcitonlaity-based LCM, UE is expected to indicate Category 1 conditions. However, it contradicts the definition of Category 1, since Category 1 is conditions provided by NW.
We think Category 1 and Category 2 can be differentiated according to whether the additional condition is transparent to NW. Category 1 is non-transparent condition between NW and UE because NW and UE exchange that information, while Category 2 is the transparent condition to NW. Hence, we suggest the following update
Category 1: Additional conditions that is not transparent to NW, which could be provided by NW or reported by UE, e.g., scenario/dataset ID, pairing information for two-sided model operation, site/cell ID.
Category 2: UE’s internal conditions unknown at the NW such as memory, battery, other hardware limitations, temporary unavailability of a model due to the need of model download

	Google
	We also think this can be for model base LCM

	Futurewei
	Again, suggest deferring the discussions on functionality based approaches. We only comment on model ID based approach here.
For model ID based approach, we are not clear on the following.
Category 1: Additional conditions provided by the NW, e.g., scenario/dataset ID, pairing information for two-sided model operation, site/cell ID.
The definition says the additional conditions are provided by the NW. Then under model ID based LCM, the proposal says “Category 1 conditions for a model is provided via meta info during model identification. UE indicates supported models during UE capability.”
The two statements seem controditary to each other; are these additional conditions provided by the NW, or the UE?

	LG
	For functionality-based LCM, Cat1-alt1 seems not belong to functionality-based LCM.

	ETRI
	For Category 1, we have similar views with other companies. It is unclear how to identify applicable conditions of scenario/site/dataset by functioanlity. After this is clarified, we can discuss further.
For Category 2, it should be clarified whether the UE simply reports UE preference or if the UE can initiate model deactivation of the AI/ML functionality/model. For example, in the former case, it can be supported by the existing UE assistance information report, but in the latter case, a new process needs to be introduced.

	CAICT
	General OK with the proposal.

	Ericsson
	Supportive regarding the categories and functionality-based LCM. 
For Model ID based LCM, we prefer to avoid introducing the new term “meta info”, it should be first agreed upon before using in sub-bullets. 
· Category 1 conditions for a model is provided via meta info during model identification. UE indicates supported models during UE capability.



	Samsung
	We can start with the below categorization, anf first study the detailed applicable conditions in a sub-use case level first. The mechanism can be studied later. 
Categorize additional conditions as follows:
Category 1: Additional conditions provided by the NW, e.g., scenario/dataset ID, pairing information for two-sided model operation, site/cell ID.
Category 2: UE’s internal conditions unknown at the NW such as memory, battery, other hardware limitations, temporary unavailability of a model due to the need of model download


	TCL 
	Generally ok, with the following update 
Confirm the necessity for UE to report updates on applicable functionality(es) / applicable model(s) functionality among [configured/identified] functionality(es) of the model(s).



	
[FL2] Proposal 7-11b:
FL comments:
· I restructured the proposal based on comments from ZTE, NTT DOCOMO, Futurewei, and others.
· To vivo/Panasonic: What’s your view when a functionality may be unavailable due to Category 2 conditions? The same Category 2 conditions that may affect the model availability will also affect functionality availability, right?
· Removed pairing ID from Category 1, as it’s not yet clear whether the pairing ID itself may be used as a model ID (OPPO’s comment).
· To LG: For functionality identification, it was FFS whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level.
· To Ericsson: RAN2 defined the term meta info. Do you still have concern on using the term?

Applicability of a functionality may be affected by
Category 1: Additional conditions (e.g., scenarios, sites, and datasets)
Category 2: UE’s internal conditions unknown at the NW such as memory, battery, other hardware limitations, temporary unavailability of a model due to the need of model download

Applicability of a model may be affected by 
Category 2: UE’s internal conditions unknown at the NW such as memory, battery, other hardware limitations, temporary unavailability of a model due to the need of model download

Confirm the necessity for UE to report updates on applicable functionality(es) / applicable model(s) among [configured/identified] functionality(es) /model(s).

Categorize additional conditions as follows:
Category 1: Additional conditions provided by the NW, e.g., scenario/dataset ID, pairing information for two-sided model operation, site/cell ID.
Category 2: UE’s internal conditions unknown at the NW such as memory, battery, other hardware limitations, temporary unavailability of a model due to the need of model download

Take the following mechanisms for handling the above two Categories of additional conditions as the baseline and further study them in general agenda and in each sub-use-case:
· In Functionality based LCM
· Category 1 additional conditions 
· Alt 1: UE may indicate Category 1 conditions via UE capability or other mechanisms. 
· Alt 2: UE may dynamically report updates on applicable functionalities due to changes in Category 1 conditions 
· Category 2 additional conditions
· UE may dynamically report updates on applicable functionalities due to changes in Category 2 conditions.
· In Model ID based LCM
· Category 1 additional conditions
· Category 1 conditions for a model is provided via meta info during model identification. UE indicates supported models during UE capability.
· Category 2 additional conditions
· UE may dynamically report updates on applicable models due to changes in Category 2 conditions.
For dynamically reporting updates, further study the following mechanisms
Reports upon Network’s request
Proactive reports from UE (e.g., UAI)

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	CATT
	1) As commended offline, additional condition is used to aid UE-side model-level LCM transparent to NW, in functionality-based LCM. Now it is a little far from what we have. But if the majority want to extend the use of additional condition (in functionality-based LCM level), we can accept. 
2) One confirming the necessary, we hope more clarification: Does it mean additional condition is mandatory even for Functionality-based LCM? If so, it seems too strong in our view.

	OPPO
	We are OK with the first part of the proposal (red part).
For the second part, we think the UE’s dynamic update may be problematic.
We ever proposed the UE can dynamically report the applicable functionalities. But having the comments from DOCOMO on Tuesday morning offline session, we can agree that the UE updates on applicable functionalities cannot be too frequent. Too frequent change of UE applicable functionalities would result in an excessive scheduling restriction to gNB. 
Now we support the UE’s applicable functionality report can be semi-static. Then gNB will configure the functionalities based on the UE’s applicable functionality report. Then finally gNB activate some functionalities among the configured functionalities via dynamic signaling.


	NEC
	For category 2 UE internal conditions, if consider using UAI for dynamic reporting, the internal conditions can also be reported, for example, in legacy spec, UE may report “overheating assistance information” to reflect overheating condition. For Category 2, we suggest to add:

UE may dynamically report information about Category 2 conditions, or updates on applicable models due to changes in Category 2 conditions.

	Panasonic
	Category 1
For functionality based LCM without data set based identification, its operation is quite similar to level x but NW knows some of the processing is AI/ML. In this case, we don't see the need of dynamically report specific to AI/ML. The generalized report like UE speed, SINR condition and so on can be still possible to be informed from UE.
For functionality based LCM with data set based identification, we call it as logical model based LCM. It is boundary between functionality based LCM and model based LCM. As NW aware the logical model implied by data set for training, we name/categorize it as model based LCM. Functionality based LCM with data set based identification requires category 1 reporting but we don't call it as functionality based LCM.
For model based LCM, we agree the proposal.
Category 2
Functionality based LCM is not required to specific to AI/ML. It can be specified to report memory, battery, other hardware limitations regardless of AI/ML operation. Temporary unavailability of a model due to the need of model download is rather explicitly specified as NW also knows when model download is carried out for level z. For level y, the reporting may be specified for model based LCM. 
For Model ID based LCM, we agree the proposal.





[FL2] Proposal 7-11c:
FL comment:
This part of the proposal is to address the previous agreement:
	· Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.
· Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.



Proposal:

Applicability of a functionality, if supported, may be affected by
Additional conditions (e.g., scenarios, sites, and datasets)
UE’s internal conditions such as memory, battery, other hardware limitations, temporary unavailability of a model due to the need of model download

Applicability of a model, if supported, may be affected by 
UE’s internal conditions such as memory, battery, other hardware limitations, temporary unavailability of a model due to the need of model download

Confirm the necessity of studying, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.

Confirm the necessity of studying, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.

For dynamically reporting updates, further study the following mechanisms
Reports upon Network’s request
Proactive reports from UE


FL comment:
This part of the proposal is to address the previous agreement:
	FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.



Proposal:

For functionality-based LCM, study, per sub-use-case, study how to address additional conditions (e.g., scenarios, sites, and datasets)
Study whether some of additional conditions may be incorporated into configuration(s), so that UE may indicate their conditions by UE capability.
Assistance information regarding scenarios, sites, and datasets signaled from NW to aid UE-side transparent model operations (without model identification) at the Functionality level.

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	Panasonic
	Confirm the necessity of studying, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.
We are not support to confirm it for Functionality based LCM. 
Additional conditions (e.g., scenarios, sites, and datasets) can be expressed by the data set for the training of the AI/ML model. We call it as logical model based LCM. It is a kind of mix or boundary between functionality based LCM and model based LCM. As it require some kind of model knowledge at NW, we categorize it as model based LCM. Therefore, additional conditions (e.g., scenarios, sites, and datasets) is not required for functionality based LCM. 
UE’s internal conditions such as memory, battery, other hardware limitations can be defined more general manner not specific to AI/ML functionality. Therefore, it is not required to confirm the necessity of studying it.

Confirm the necessity of studying, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.
For dynamically reporting updates, further study the following mechanisms
Reports upon Network’s request
Proactive reports from UE
We support above.

Study whether some of additional conditions may be incorporated into configuration(s), so that UE may indicate their conditions by UE capability.
Some of additional conditions can be expressed by data set for the training of the AI/ML model in logical model based LCM. In model based LCM, UE would report which logical model(s) is suitable. Therefore, this study is not required in functionality-based LCM in our view.

Assistance information regarding scenarios, sites, and datasets signaled from NW to aid UE-side transparent model operations (without model identification) at the Functionality level.
In logical model based LCM, additional conditions (e.g., scenarios, sites, and datasets) can be expressed by the data set for the training of the AI/ML model. We categorize this as model based LCM. Then such assistance information is not required for functionality-basd LCM. If logical model based LCM is categorized as functionality level, such assistance information is necessary. 
Even if logical model based LCM is categorized as functionality level, at the end, the test and validation are required at physical model level as it requires the check of the implementation results. Therefore, model identification is necessary, which is contradict with no need of model identification in functionality level. 
Therefore, above assistance information is not necessary.


	ETRI
	We are supportive for the 7-11c with the following minor modifications:
[1st part of 7-11c]
Applicability of a functionality, if supported, may be affected by
Additional conditions (e.g., scenarios, sites, and datasets)
UE’s internal conditions such as memory, battery, other hardware limitations, temporary unavailability of a model due to the need of model download
Applicability of a model, if supported, may be affected by 
Additional conditions (e.g., scenarios, sites, and datasets)
UE’s internal conditions such as memory, battery, other hardware limitations, temporary unavailability of a model due to the need of model download
…
[2nd part of 7-11c]
For functionality-based LCM, study, per sub-use-case, study how to address additional conditions (e.g., scenarios, sites, and datasets)
Study whether some of additional conditions may be incorporated into configuration(s), so that UE may indicate their conditions by UE capability.
Study whether assistance information regarding scenarios, sites, and datasets may be signaled from NW to aid UE-side transparent model operations (without model identification) at the Functionality level.


	Nokia/NSB
	Generally fine with the direction. Few edits on the proposal, 

Proposal:
Applicability of a functionality, if supported, may be affected by
Additional conditions (e.g., scenarios, sites, and datasets)
UE’s internal conditions such as memory, battery, and other hardware limitations, temporary unavailability of a model due to the need of model download

Applicability of a model, if supported, may be affected by 
UE’s internal conditions such as memory, battery, and other hardware limitations, temporary unavailability of a model due to the need of model download

Confirm the necessity of studying, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.

Confirm the necessity of studying, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.

For dynamically reporting updates, further study the following mechanisms
Reports upon Network’s request
Proactive reports from UE

For the next proposal, 

Proposal:
For functionality-based LCM, study, per sub-use-case, study how to address additional conditions (e.g., scenarios, sites, and datasets)
Study whether some of additional conditions may be incorporated into the form of one or more conditions configuration(s), so that UE may indicate their conditions by UE capability.
Assistance information regarding scenarios, sites, and datasets signaled from NW to aid UE-side transparent model operations (without model identification) at the Functionality level.
Second bullet is not clear to us. 

	ZTE
	1) For the two proposals, our understanding denpends on whether the additional conditions/internal conditions are visible from network perspective.
2)  For the first proposal, if it’s not visible, it’s up to UE to decide the applicable fucntionality and model. Based on this assumption, we think the following bullets are not needed as it doesn’t have spec impact. It’s more like an observation.
Confirm the necessity of studying, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.

Confirm the necessity of studying, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.
3) We’re fine to confirm the necessity. In addition, we have some suggestions on thhe wording change. Let’s assume model identification is via offline, so the entity to do the model identifciation and the entity to report the applicable model are not the same. What UE needs to do is to report the supported models during UE capability. Therefore, please see some wording changes.
Confirm the necessity of studying, after model identification supporetd AI/ML models are reported in UE capability, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models supported models.
4) The second proposal means additional conditions are not transparent to NW. For the second bullet, it’s more like for data collection procedure. NW provides some additional conditions to help UE to categorize the data.

	Vivo
	I share almost the same understanding as Suzuki-san.
For the following, we do not support the necessity. Also we don’t see how confirming the necessity of studying is different from previously already agreed studying.
“Confirm the necessity of studying, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.”

If the target use case finds that applicability of a functionality is affected by additional conditions (e.g., scenarios, sites, and datasets), it is more appropriate to switch the use case to model identification thus the following statement does not necessarily need to be discussed.

“Applicability of a functionality, if supported, may be affected by Additional conditions (e.g., scenarios, sites, and datasets)”
Additional conditions can already be addressed by model identification as we have discussed. We also don’t see the need to further study this for each use case.




	 
	




[bookmark: _Hlk135832763][FL3] Proposal 7-11d:
FL comment:
To Panasonic/ZTE/vivo: I’m cofused with your answer. Why do you say that we need to study the dynamic update for models due to UE’s internal conditions but not for functionalities? Wouldn’t the UE’s internal conditions affect both functionalities and models the same way?

Proposal:

Applicability of a functionality, if supported, may be affected by
Additional conditions (e.g., scenarios, sites, and datasets)
UE’s internal conditions such as memory, battery, and other hardware limitations, temporary unavailability of a model due to the need of model download

Applicability of a model, if supported, may be affected by 
UE’s internal conditions such as memory, battery, and other hardware limitations, temporary unavailability of a model due to the need of model download

Confirm the necessity of studying, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.

Confirm the necessity of studying, after model identification and after UE reports supported models to NW in a UE capability report or in a subsequent procedure, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.

For dynamically reporting updates, further study the following mechanisms
Reports upon Network’s request
Proactive reports from UE


FL comment:

Proposal:

For functionality-based LCM, study, per sub-use-case, study how to address additional conditions (e.g., scenarios, sites, and datasets)
Study whether some of additional conditions may be incorporated into configuration(s), so that UE may indicate their conditions by UE capability.
Study whether assistance information regarding scenarios, sites, and datasets may be signaled from NW to aid UE-side transparent model operations (without model identification) at the Functionality level.


	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	Xiaomi
	We are OK with the intension. But we want to make the first sub bullet more general. The following is our suggestion on the first subbullet.  
Study whether the additional condition is indicated by UE capability or other signaling some of additional conditions may be incorporated into configuration(s), so that UE may indicate their conditions by UE capability.


	AT&T
	It is unclear why functionality would require information regarding datasets or dataset ID.

	Panasonic
	-	To Panasonic/ZTE/vivo: I’m cofused with your answer. Why do you say that we need to study the dynamic update for models due to UE’s internal conditions but not for functionalities? Wouldn’t the UE’s internal conditions affect both functionalities and models the same way?
For functionality-based LCM, UE’s internal conditions is not required to be linked to "among [configured/identified] functionality(es), where the applicable functionalities" as it can happen as regardless what functionalities are configured/identified. UE’s internal conditions itself is not configured by NW. If we focus on UE internal condition, our thinking is following.
Confirm the necessity of studying, after functionality identification, for UE to report updates on applicable functionality(es) related to UE’s internal conditions among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.
For model-based LCM, the model is more concrete and UE would be able to identify which model has the issue on UE’s internal conditions. Therefore, we are supportive to study the dynamic update for models due to UE’s internal conditions.


	NTT DOCOMO
	After the offline discussion, we reconsidered and feel that the dynamic update via UE’s internal conditions is not essential part of the AI/ML framework. In the legacy non-AI/ML features (e.g., eTypeII CSI, positioning), UE always guarantees that the memory and battery are sufficiently prepared for the supported features. The same principle can be applied for AI/ML feature as well. 

	Huawei, HiSilicon
	A clarification question: for the first bullet, is there any example of such additional condition that could be incorporated and specified? We think it is not likely to specifi what is UMa and what is UMi/InH.
“Study whether some of additional conditions may be incorporated into configuration(s), so that UE may indicate their conditions by UE capability”


	Fujitsu
	Regarding “UE’s internal conditions such as memory, battery, and other hardware limitations”, we think it more related to enable/disable an AI/ML feature.

	ETRI
	We are generally fine with the following modifications.
The reason of the modification is to resolve the controversy caused by the ambiguity of terminology. By doing this, we can avoid the controversial discussion in issue 7-8 (e.g., applicable functionality). This fix better matches the first two bullets.

Confirm the necessity of studying, after functionality identification, for UE to report updates on applicable applicability of functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.
Confirm the necessity of studying, after model identification and after UE reports supported models to NW in a UE capability report or in a subsequent procedure, for UE to report updates on applicable applicability of UE part/UE-side model(s), where the applicable models may be a subset of all identified models.


	Futurewei
	For proposal #1, the applicability of a model, although may be known at the model identification (not considered additional conditions), will still be affected by conditions such as scenarios, sites, and datasets. The current statement for the applicability of a model makes it sound like a model’s applicability WILL NOT be affected by these conditions.
Note that in FL proposal 7-14c, it says model ID based LCM can be useful “For addressing additional conditions (e.g., scenarios, datasets, configurations)”, which means these “additional conditions” also apply to models identified by model IDs.
In general, we think no matter how a model is identified (functionality or model ID), both types of conditions (environmental and internal) apply.

	OPPO
	Generally fine.



[FL4] Proposal 7-11e:
FL comments: I simplified the proposals based on company comments.

Applicability of a functionality, if supported, may be affected by
Additional conditions (e.g., scenarios, sites, and datasets)
UE’s internal conditions such as memory, battery, and other hardware limitations, temporary unavailability of a model due to the need of model download

Applicability of a model, if supported, may be affected by 
UE’s internal conditions such as memory, battery, and other hardware limitations, temporary unavailability of a model due to the need of model download

Confirm the necessity of studying, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.

Confirm the necessity of studying, after model identification and after UE reports supported models to NW in a UE capability report or in a subsequent procedure, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.

Study how to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature.

For dynamically reporting updates, further study the following mechanisms
Reports upon Network’s request
Proactive reports from UE

For functionality-based LCM, study, per sub-use-case, study how to address additional conditions (e.g., scenarios, sites, and datasets)
Study whether some of additional conditions may be incorporated into configuration(s), so that UE may indicate their conditions by UE capability.
Study whether assistance information regarding scenarios, sites, and datasets may be signaled from NW to aid UE-side transparent model operations (without model identification) at the Functionality level.

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	
	

	
	




Issue 7-14: Applicability of LCM methods (continued from 6-14)
In the previous agreement, applicability of LCM methods are marked as a separate discussion as follows.
	•	Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.



Functionality based LCM and model ID based LCM can be both useful for different cases. Identifying these cases can be helpful in many ways, e.g., for discussion on detailed LCM signaling aspects. To identify these cases more clearly, the major differences can be considered in terms of the main steps of LCM. To illustrate, for UE-sided models functionality based LCM can be utilized if there is no model transfer from network to UE, i.e., collaboration level y in an attempt to simplify the model management complexity in network and avoid more frequent signaling with larger payload. If there is model transfer from network to UE, i.e., collaboration level z and/or if the model is two-sided, model ID based LCM can provide some benefits in terms of model management and control. However, employing these LCMs for different scenarios does not necessarily mean that they need to be designed from completely indepent frameworks. On the contrary, functionality-based LCM and model-ID-based LCM may follow one general framework since they are derived from similar configurations/conditions and additional conditions. This may be also useful from efficient signaling design perspective.


[FL1] Proposal 7-14a:
For UE-side models and UE-part of two-sided models, it is observed that
· Scenarios where functionality-based LCM can be useful
· For UE-side models when there is no model transfer from NW, i.e., Collaboration Level y
· Scenarios where model ID based LCM can be useful
· For two-sided models 
· When there is model transfer from NW, i.e., Collaboration Level z
· For addressing custom 
· additional conditions (e.g., scenarios, datasets, configurations) outside specification, via vendor collaboration.
From the general framework point of view, support both functionality-based LCM and model-ID-based LCM. Each sub-use-case can further study whether to allow only one of the two LCM flavors for the sub-use-case.
Study shall strive for a unified framework for functionality-based LCM and model-ID based LCM as much as possible.

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	
	For UE-side models and UE-part of two-sided models, it is observed that
· Scenarios where functionality based LCM can be useful
· For UE-side models when there is no model transfer from NW and there is no need to associate additional conditions with AI/ML enabled feature in a specified way, i.e., Collaboration Level y
· Scenarios where model ID based LCM can be useful
· For two-sided models 
· When there is model transfer from NW, i.e., Collaboration Level z
· For addressing custom 
· additional conditions (e.g., scenarios, datasets, configurations) that need to be associated with AI/ML enabled feature outside specification, via vendor collaboration.
From the general framework point of view, support both functionality-based LCM and model-ID-based LCM. Each sub-use-case can further study whether to allow only one of the two LCM flavors for the sub-use-case.
Study shall strive for a unified framework for functionality based LCM and model-ID based LCM as much as possible.






	OPPO
	Generally fine.

	ZTE
	1) Please see our comments on Proposal 7-9a. 
2) We agree that a unified framework for functionality based LCM and model-ID based LCM is necessary.  Either a functionality or an identified model should be allocated with a local identifier. However, the local identifier doesn’t need to differentiate whether it’s associated with a model or a functionality. From network perspective, the local identifier is just a function unit operated at UE that is not transparent to network, which can facilitate the follow-up indication on various operations. 
3) In addition, it’s too early to preclude that functionality-based LCM cannot support model transfer. We think it’s not future-proof if model transfer is only applied to identified models. The outcome of this SI is not only for Rel-19, but also for long term development of AI/ML in 5G and beyond.

	Panasonic
	We support the modification by vivo (assuming empty name box is from vivo), i.e. " there is no need to associate additional conditions with AI/ML enabled feature in a specified way" is fo functoinality based LCM".

	NTT DOCOMO
	We think functionality-based LCM is also applicable to the two-sided model, as long as the paring info is exchanged between UE and NW. Also, we do not find any benefit to confine functionality-based LCM to one sided model. RAN1 should avoid introducing many frameworks for unnecessary reasons.

	Google
	OK

	Futurewei
	Most part of this proposal are observations. The real proposals seem to be the following.
1) Support both functionality-based LCM and model-ID-based LCM
2) Study shall strive for a unified framework for functionality based LCM and model-ID based LCM as much as possible.
The first point seems obvious as we are doing it.
We support the second point about unified framework.


	NEC
	Generally OK.

	LG
	Suggest following modification:

For UE-side models and UE-part of two-sided models, it is observed that
· Scenarios where functionality based LCM can be useful
· For UE-side models when there is no model transfer from NW, i.e., Collaboration Level y
· Scenarios where model ID based LCM can be useful
· For two-sided models 
· When there is model transfer from NW, i.e., Collaboration Level z
· For addressing custom 
· additional conditions (e.g., scenarios, datasets, configurations) outside specification, via vendor collaboration.
From the general framework point of view, support both functionality-based LCM and model-ID-based LCM. 
Each sub-use-case can further study whether to allow only one of the two LCM flavors for the sub-use-case.
Study shall strive for a unified framework for functionality based LCM and model-ID based LCM as much as possible.

	ETRI
	We are generally fine.

	CAICT
	Generally fine. For UE-side models, model ID based LCM might also be needed.

	Ericsson
	Propose to remove the subbullet below, it is unclear what is meant by “custom” and what should be part of outside specification. 
· For addressing custom additional conditions (e.g., scenarios, datasets, configurations) outside specification, via vendor collaboration.


	Samsung 
	Functionality-based LCM applied to the following cases too
· Two-sided models when a UE does not have to keep multiple UE-part models for a single functionality (to pair with models from multiple network vendors.
· To collaboration level-Z when the network does not transfer multiple models for a single configuration (functionality). 

	TCL
	Generally fine.



[FL2] Proposal 7-14b:
For UE-side models and UE-part of two-sided models, it is observed that
· Scenarios where functionality based LCM can be useful
· For UE-side models when there is no model transfer from NW, i.e., Collaboration Level y and there is no need to associate additional conditions with AI/ML enabled feature in a specified way
· Some companies also think that functionality based LCM could be used for two-sided models and in Collaboration Level z.
· Scenarios where model ID based LCM can be useful
· For two-sided models 
· When there is model transfer from NW, i.e., Collaboration Level z
· For addressing additional conditions (e.g., scenarios, datasets, configurations)
· Some companies also think that model ID based LCM may be useful for addressing custom additional conditions (e.g., scenarios, datasets, configurations) outside specification, via vendor collaboration.
From the general framework point of view, support both functionality-based LCM and model-ID-based LCM. 
Each sub-use-case can further study whether to allow only one of the two LCM flavors for the sub-use-case.
Study shall strive for a unified framework for functionality based LCM and model-ID based LCM as much as possible.

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	CATT
	Generally OK. 
But it is strange to see ‘some companies think…’ or ‘some companies also think…’ in a proposal/agreement. If there is controversial part, it should be removed actually, or revised accordingly.

	OPPO
	We think the functionality based LCM can also used for addressing additional conditions, including scenarios and UE internal conditions. When functionality based LCM is enabled but model ID based LCM is not enabled, UE should be able to update the applicable functionalities.

	Panasonic
	We support above except following.
Unified framework for functionality based LCM and model-ID based LCM should be applied when it is useful. On the other hand, if the result means is not useful because of "as much as possible", unified framework should not be taken. 
· Study should shall strive for a unified framework for functionality based LCM and model-ID based LCM when useful as much as possible.


	ETRI
	We are discussing whether to study the unified framework in 7-9b and the unified framework may not be in the form of selecting between model-ID based LCM and functionality-based LCM. For example, a model-ID based LCM can be supported based on top of the functionality. Note that AI/ML features may not be described by model ID alone. For example, some UEs do not support model IDs (e.g., not supporting model inference), but can support configurations for data collection of a specific AI/ML feature/functionality. Therefore, we want to discuss 7-14 and 7-9 separately and remove the last 3 bullets from 7-14b:

From the general framework point of view, support both functionality-based LCM and model-ID-based LCM. 
Each sub-use-case can further study whether to allow only one of the two LCM flavors for the sub-use-case.
Study shall strive for a unified framework for functionality based LCM and model-ID based LCM as much as possible.


	ZTE
	This proposal is not necessary. Both model ID based LCM and functionality based LCm can work for all the use cases. Especially, we cannot preclude that NW may transfer the model via case z5 in functionality based LCM. This SI is for for 5G-A and beyond, we don’t need any limitations at this point. If companies woule like to dicussion the prioritization in Rel-19, it can be discussed separately.

	Nokia/NSB
	Unfortunately, we do not support this sort of discussion. We do not think the proposal is accurate or aligned with the older agreements. 
Functionality identification is based on the UE-capability report and all use cases shall use that as the basic framework regardless ML model being one-sided or two-sided. If there is any misunderstanding, we shall resolve that before confusing this further. 
To discuss any open issue with model identification, we suggest discussing additional conditions, how can they be introduced RAN1/2 specs, and other aspects on that to see the necessity and feasibility of Model identification over the air signalling. If this found not feasible, we do not have to consume lot of time to finalize ML framework for NR. 



[FL3] Proposal 7-14c:
To ZTE: I think this proposal is trying to agree on what you are saying.
To Nokia: Could you clarify which aspects is accurate? Please note that the discussion is about the LCM afteridentification, and not about identification. 

For UE-side models and UE-part of two-sided models, it is observed that
· Scenarios where functionality-based LCM can be useful
· For UE-side models when there is no model transfer from NW, i.e., Collaboration Level y and there is no need to associate additional conditions with AI/ML enabled feature in a specified way
· Some companies also think that functionality-based LCM could be used for two-sided models and in Collaboration Level z.
· Scenarios where model ID based LCM can be useful
· For two-sided models 
· When there is model transfer from NW, i.e., Collaboration Level z
· For addressing additional conditions (e.g., scenarios, datasets, configurations)
· Some companies also think that model ID based LCM may be useful for addressing custom additional conditions (e.g., scenarios, datasets, configurations) outside specification, via vendor collaboration.	
From the general framework point of view, support both functionality-based LCM and model-ID-based LCM. 
Each sub-use-case can further study whether to allow only one of the two LCM flavors for the sub-use-case.
Study shall should strive for a unified framework for functionality-based LCM and model-ID based LCM when usefulas much as possible. Once functianlities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.

	
	Yes
	No

	Agree?
	 Panasonic
	

	Company
	Comments

	AT&T
	Support in principle. Regarding the 2 sub-bullet for first bullet, it may be better to clarify that the functionality based LCM can be used two sided model to manage the functionalities for the selected model (where the model is selected and managed through model ID based LCM 
· Some companies also think that functionality-based LCM could be used for two-sided models and in Collaboration Level z to manage functionalities for the selected model.
Also unclear why the last bullets is discussed as it is also part of proposal 7-9c

	Apple
	We believe addressing additional conditions can be done in functionality framework, for one sided model without model transfer.  Suggest to put this part as FFS. 
For UE-side models and UE-part of two-sided models, it is observed that
· Scenarios where functionality-based LCM can be useful
· For UE-side models when there is no model transfer from NW, i.e., Collaboration Level y and there is no need to associate additional conditions with AI/ML enabled feature in a specified way
· Some companies also think that functionality-based LCM could be used for two-sided models and in Collaboration Level z.
· Scenarios where model ID based LCM can be useful
· For two-sided models 
· When there is model transfer from NW, i.e., Collaboration Level z
· For addressing additional conditions (e.g., scenarios, datasets, configurations)
· Some companies also think that model ID based LCM may be useful for addressing custom additional conditions (e.g., scenarios, datasets, configurations) outside specification, via vendor collaboration.
· [bookmark: _Hlk135833695]FFS: For addressing additional conditions (e.g., scenarios, datasets, configurations), whether functionality-based LCM can be used for UE-side model when there is no model transfer from NW


	Huawei, HiSilicon
	We are a bit confused:
Why the “additional conditions” is coupled with functionality LCM and model LCM? In our understanding, it seems the two mechanisms are decoupled.

In addition, for “there is no need to associate additional conditions with AI/ML enabled feature in a specified way” – does it mean the additional conditions are not specified as RRC IEs, or any signalling to interact the additional conditions (data categorization ID) is not specified?

	Fujitsu
	We are fine with the revision from Apple

	ETRI
	We understand from the FL comments that the last three bullets for the LCM point of view. Nonetheless, since there is a separate discussion of the unified framework, we hope to cover that discussion in one place (e.g., 7-9).

	TCL 
	Ok with apple revision 

	Samsung
	It is still to early too support both LCM solutions now. But RAN1 can strive to find common solution. 
For UE-side models and UE-part of two-sided models, it is observed that
· Scenarios where functionality based LCM can be useful
· For UE-side models when there is no model transfer from NW, i.e., Collaboration Level y and there is no need to associate additional conditions with AI/ML enabled feature in a specified way
· Some companies also think that functionality based LCM can also be used for two-sided models and in Collaboration Level z.
· Scenarios where model ID based LCM can be useful
· For two-sided models 
· When there is model transfer from NW, i.e., Collaboration Level z
· For addressing additional conditions (e.g., scenarios, datasets, configurations)
· Some companies also think that model ID based LCM may be useful for addressing custom additional conditions (e.g., scenarios, datasets, configurations) outside specification, via vendor collaboration.
From the general framework point of view, support both functionality-based LCM and model-ID-based LCM. 
Each sub-use-case can further study whether to allow only one of the two LCM flavors for the sub-use-case.
Study shall strive for a unified framework for functionality based LCM and model-ID based LCM as much as possible.


	TCL 
	Ok with Apple revision 




[bookmark: _Hlk135747014][FL4] Proposal 7-14d:
For UE-side models and UE-part of two-sided models, it is observed that
· Scenarios where functionality-based LCM can be useful
· For UE-side models when there is no model transfer from NW, i.e., Collaboration Level y and there is no need to associate additional conditions with AI/ML enabled feature in a specified way
· Some companies also think that functionality-based LCM could be used for two-sided models and in Collaboration Level z.
· Scenarios where model ID based LCM can be useful
· For two-sided models 
· When there is model transfer from NW, i.e., Collaboration Level z
· For addressing additional conditions (e.g., scenarios, datasets, configurations)
· Some companies also think that model ID based LCM may be useful for addressing custom additional conditions (e.g., scenarios, datasets, configurations) outside specification, via vendor collaboration.
· FFS: For addressing additional conditions (e.g., scenarios, datasets, configurations), whether functionality-based LCM can be used for UE-side model when there is no model transfer from NW
From the general framework point of view, support both functionality-based LCM and model-ID-based LCM. 
Each sub-use-case can further study whether to allow only one of the two LCM flavors for the sub-use-case.
Study shall should strive for a unified framework for functionality-based LCM and model-ID based LCM when usefulas much as possible. Once functianlities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.


	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	
	

	
	




Issue 7-15: Model identification types (continued from 6-11)

Model identification procedure involves assigning model ID and sharing mode description information. This can be performed offline or online. For the online case, model identifition can be initiated either by UE or NW. In the previous meeting Type A, B1 and B2 are formed to include these cases. 

Additionally, for model identification types it can be helpful to consider the two scenarios for model identification as “initial model identification” and “updated model identification”.  Initial model identification refers to a model that has not been identified before and it is not explicitly linked with any previous model ID. On the other hand, updated model identification refers to a new model with a new model ID, but linked with a previous model ID. For example, updated model identification may be used as a result of model parameter update. In this case, a new model being identified is related to the previously identified model via the same model structure, and therefore, an “updated model identification” may be used to explicitly provide the linkage to the previous identified model, and model description information for updated model identification can be mostly inherited from the previously identified model.

The first part of the proposal is identifical to 6-11f.

[FL1] Proposal 7-15a:
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs including SA
· Type B: Model is identified via over-the-air signaling 
· Type B1: UE-initiated model identification of a model known model at UE 
· Model identification initiated by the UE, and NW assists the remaining steps of the model identification
· FFS: details of steps
· Type B2: NW-initiated model identification of a model known model at NW 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps of the model identification
· Note: Type B2 may be used in conjunction with model transfer from NW to UE.
· FFS: details of steps
· Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.

Study the following two scenarios for model identification: “initial model identification” and “updated model identification”.
· Initial model identification refers to a model that has not been identified before and it is not explicitly linked with any previous model ID
· Updated model identification refers to a new model with a new model ID, but linked with a previous model ID.

Study the necessity, feasibility, applicability, and detailed procedure of the above three Types for initial and updated model identification, taking the following Table as a starting point for discussion. 

	
	Initial model identification
	Updated model identification

	Type A
	Applicable 
	Applicable

	Type B1
	Applicable
	Applicable

	Type B2
	Not applicable
	Applicable




	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	vivo
	Support. And at least for Type A, we should consider send LS to SA. Do not know how RAN1 studies whether there is SA/RAN2 impact.

	OPPO
	It is suggested to split the proposal to two separate proposals. 
We generally support the first part. But there may be some typo in it.
· Type B: Model is identified via over-the-air signaling 
· Type B1: UE-initiated model identification of a model known model at UE 
· Model identification initiated by the UE, and NW assists the remaining steps of the model identification
· FFS: details of steps
· Type B2: NW-initiated model identification of a model known model at NW 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps of the model identification
· Note: Type B2 may be used in conjunction with model transfer from NW to UE.
· FFS: details of steps
The second part including the table for updated model identification can be discussed after the first part is agreed.

	ZTE
	1) Our understanding is that the model identification is a separate model ‘naming’ process. Additional UE capabilities may need to be defined. We don’t need to mix the issue with model-ID LCM and functionality-based LCM.
2) For all the model identification types, it should explicitly indicate the necessity of model ID assignment. It maybe ‘globally’ unique as agreed in RAN2.
3) For Type B1, if model transfer doesn’t happen, we’re not sure why we need to assign an ID to model description information only. It’s not clear to us how NW can know the performance of corresponding model.
4) Regarding the “initial model identification” and “updated model identification”, we prefer not to discuss it for now. Our understanding is that Type B2 can be applied to both model transfer case z4 and z5.

	Panasonic
	"UE-initiated" or "NW-initiated" is ambiguuous on the following case of the behaviour. 
Case X: When the network reconfigures some parameters inclduing handover, UE responds model identification procedure.
Case Y: When the network reconfigures some parameters including handover, NW also informs model identification. 
Both of the parameter changes are intiated by NW. On the other hand, model identification itself is triggered by UE in case X and model identification is informed simultaneosly informed by NW in case Y. Case X is categorized as B1 and case Y is categorized as B2. Or such exact definition is FFS?

For the definition of updated model identification, just "linked" is ambiguious. The text before the proposal can be added like following.
· Updated model identification refers to a new model with a new model ID, but linked with a previous model ID. It is related to the previously identified model via the same model structure.


	Huawei, HiSilicon
	A question on the table: How will NW and UE build the initial model identification under Type B2 (model transfer)? Does it mean the model ID (linked to a structure) is identified with an offline (A) or from UE to NW (B1) behavior, after which the model transfer can be performed?

	Google
	OK

	Futurewei
	In this proposal, Type A allows UE to assign model IDs to models when models are identified to UE. However, this is not aligned with the agreement in Meeting 112, which says only NW can assign model IDs.
· For UE-side models and UE-part of two-sided models… for AI/ML model identification, models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID.
Therefore, before the group agrees that UE is allowed to identify models, Model is identified to UE should be removed from Type A.
In addition, we wonder whether it is necessary to define the term “updated model identification” because “Updated model identification refers to a new model with a new model ID”; this doesn’t need to be called an update since both the model and the model ID are new. The link between this model and the previous model can be indicated by other means.

	Lenovo
	We agree with the definition on the identification types, i.e., Type A/B. The intention to introduce ‘initial/update’ model identification and the table needs to be further discussed. 

	ETRI
	We have similar view with Panasonic. 
We do not consider the definition above to be essential and the “initiated” is a quite ambiguous to us. For example, Type B1 imply that NW may not initiate the model identification of the UE-sided model. However, when considering that some applicable conditions (e.g., Category 1 in Proposal 7-11a) may be provided by NW, it seems be more reasonable for NW to initiate the model identification process by providing Category 1 conditions. It can be discussed after the each step of model identification process is clarified.

	CAICT
	We are not sure when a model is updated with some parameter changing, whether  a new model ID is required or not. If the answer is yes, the proposal is fine.

	Rakuten Mobile
	Support the proposal. Initiation of the update depends on where KPI monitoring is done. In that sense, this classification is useful to be aware about the entity which conduct the monitroing.

	
	· 




[Agreement] Proposal 7-15b:
Agreement
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.



Issue 7-17: Awareness of model operations in functionality-based LCM
In RAN1 #112, it was agreed to study whether and how much awareness/interaction NW should have about model-level LCM in functionality-based LCM.
	RAN1 #112 Agreement
For UE-side models and UE-part of two-sided models:
· In functionality-based LCM
· …
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM



[bookmark: _Hlk135637026][FL1] Discussion 7-17a:
Please share your views on whether Network may need some awareness of UE’s model level operations in functionality-based LCM, including its purposes and use cases, scenarios, necessity, and potential mechanisms. Please note that some aspects are being discussed in 7-11.

	Company
	Comments

	vivo
	We don’t see the need of functionality operation where model level awareness is needed. If needed, we should go to model identification procedure. Otherwise there would be redundant design for the same purpose.

	OPPO
	We have no contribution at this moment for this type of use cases.

	ZTE
	Our understanding is that the model operations within a functionality are transparent to network. The functionality is just a virtulization of model(s). If UE would like to disclose more information about the models, UE can simply report more functionalities.

	Panasonic
	It depends on the boundary between functionality-based LCM amd model based LCM discussed in Proposal 7-11a. 
If functionality-based LCM does not have additional conditions exchange between UE and NW, all model handling is up to within UE similar to rather non-AI based functoinality handling. It has more similarity with level x. Then model awareness from NW is not required. 
If functionality-based LCM have additional conditions exchange between UE and NW, we think such additional condition is linked to logical model. Then model awareness from NW is required on what model is used.


	Huawei, HiSilicon
	The principle of functionality based LCM is to conceal the model operations. For the given examples, NW does not need to know. But as UE reports different functionalities (with functionality IDs), gNB will know that when functionality changes, there may potentially correspond to model switching (then gNB will trigger a monitoring process)? Is this deemed as awareness?

	NTT DOCOMO
	First UE’s model level operation should be clarified. If it means the physical model management within a functionality, we think it can be transparent to NW. However, if UE’s model level operation includes the fallback operation or functionality switching, NW should be aware of it as it affects the derived information and the configuration. 

	Google
	We do think the awareness of UE’s model level operations in functionality-based LCM is needed.

	Futurewei
	This is another example that functionality identification/functionality-based LCM is a complicated topic and we should defer it.

	Fujitsu
	We think there is a need for NW to be aware some model level operations, such as model switching. 
For example, the consequence of a model switching from one to the other would be a better performance at functionality level. Although the model switching at UE-side can be an implementation-based choice, it would be helpful to inform or indicate the NW side such kind of model level operations. With it, functionality monitoring at NW-side can adjust its monitoring record and decision. For example, NW may decide to deactivate an AI/ML functionality for its poor performance. But it will keep watching for a while if being indicated a model switching just happened at UE-side. 


	Lenovo
	In general, we think the operations based on functionality could not be excluded for the model-ID-based LCM (i.e., model level operations), because if multiple models have common configurations, they can be also indicated by functionality for operation with less signalling overhead. 

	LG
	Model-level operation shall be transparent to NW but it may induce some related functionality-level LCM signaling. 

	ETRI
	We think that functionality identification can be jointly considered with the model identification and model-ID based LCM. For example, model identification and LCM can be done on top of functionality identification. In our understanding, this case is  in a scope of model-ID based LCM. For the functionality-based LCM, we have same understanding that there is no model level operation.

	Ericsson
	We don’t see any need for model level awareness. If so, it will add another source of confusion for functionality based LCM.

	Rakuten Mobile
	Share same opinion with Lenovo.

	CMCC
	We don’t think NW have to aware of the model during functionality-based LCM. If NW need to manage model, model ID based LCM can be used additionally.

	TCL 
	We share the same view with Fujitsu that network awareness of some model level operations maybe needed.



[bookmark: _Hlk135637170][FL2][FL3][FL4] Discussion 7-17b:
It is seen that majority of companies think that model-level awareness is not needed in functionality-based LCM. Therefore, let us close this Issue.
	Company
	Comments

	CATT
	Generally fine, but we would like to emphasize that UE should not ‘fallback all AI/ML models to non-AI/ML approaches’ under a functionality. This is an exception that NW does care about.

	OPPO
	Agree. 
Functionality-based LCM is the fundamental LCM. Functionality-based LCM should be able to work without model-level awareness.
Beyond that, model ID-based LCM with model-level awareness can be used in some cases.

	Panasonic
	Support. To us, the definition of functionality-based LCM itself is model-level awareness is not needed for NW.


	ZTE
	Support.

	AT&T
	Support.



2.2.3.5 Model configuration
Company proposals
Nvidia:
Proposal 11: For AI/ML based enhancements for NR air interface, study potential specification impact related to assistance signalling and procedure for model configuration, model activation/deactivation, model recovery/termination, and model selection.

2.2.3.6 Model deployment
No proposal

2.2.3.7 Model delivery and transfer
Previous agreements
	Working Assumption from RAN1 #111
Consider “proprietary model” and “open-format model” as two separate model format categories for RAN1 discussion, 

	Proprietary-format models
	ML models of vendor-/device-specific proprietary format, from 3GPP perspective
NOTE: An example is a device-specific binary executable format

	Open-format models
	ML models of specified format that are mutually recognizable across vendors and allow interoperability, from 3GPP perspecive


From RAN1 discussion viewpoint, RAN1 may assume that:
· Proprietary-format models are not mutually recognizable across vendors, hide model design information from other vendors when shared.
· Open-format models are mutually recognizable between vendors, do not hide model design information from other vendors when shared

RAN2 #120 agreement
For model transfer/delivery for AI/ML models (for the target use cases of this SI), RAN2 to study CP-based, UP-based solutions.





	FL recommendation 3-53d:
FL recommendation: Consider the following aspects for discussion of model delivery format options and their feasibility, pros, and cons. The list is provided as a guideline for companies to bring discussion in the next meeting.
· Interoperability: does a model transferred from NW/UE side to UE/NW side work in a plug-and-pay manner?
· Device capability for compiling and running the model
· Hardware efficiency (device-specific optimization)
· Proprietary information disclosure across vendors
· Testability aspects: including how to involve testing equipment
· Offline co-engineering efforts
· Feasibility for deployment involving multiple vendors
· Flexibility for model update
· Model performance
1. If AI/ML model is transferred from one node to other, which entity guarantees performance, e.g., inference latency?
· Impact on other common KPIs (e.g., over-the-air overhead, inference complexity, training complexity, LCM related complexity and storage overhead, [latency])
· Specification effort
Model delivery format options under consideration include, at least
· Vendor-specific format (e.g., device-specific run-time binary image)
· 3GPP-standardized/adopted model representation format (MRF) (e.g.,.h5, .pt, .mlmodel, ONNX, or custom 3GPP-developed MRF)
· Any other aspects
Note: The discussion is about model delivery format.
Note: For the 3GPP-standardized/adopted MRF, if adopted, the choice of format is FFS.
Note: Some aspects may belong to RAN2 discussion, in which case RAN1 can give appropriate guidance based on RAN1 understanding.
FFS: Applicability to collaboration level y and z



	Proposed conclusions 4-19b from RAN1 #111 (not agreed): 
Conclusion on device-specific vs. agnostic model:
Concerns with a model developed without device specific considerations:
· Suboptimal performance due to unoptimized model design for the device (e.g., device specific input, device specific pre-processing, device specific power/complexity/performance trade-off considerations)
· Hardware efficiency (lack of device-specific optimization for hardware implementation)
· Interoperability issue: Models may not run in a plug-and-play manner at the device.
· Model performance (e.g., inference latency) at the target device may not be guaranteed.
· Lack of vendor differentiation, potentially hindering innovation
Benefits of a vendor-/device-agnostic model:
· Less offline engineering effort across vendors for two-sided model training

Conclusion on model delivery using an open-format model compared to proprietary-format models 
Concerns with model delivery in an open format:
· It may require device capability for compiling and running the model.
1. FFS: device capability for parameter-only update
· Proprietary model information is disclosed across vendors.
· Specification impact
Benefits of model delivery in an open format:
· Shorter model update timescale compared to proprietary-format models that need offline model re-training, compiling, and testing


Conclusion on model parameter update after deployment 
Concerns
· Unlike in offline training where the trained model can go through extensive functionality and performance testing, model parameter update after deployment may lead to unoptimized and/or unexpected device behavior/performance.



	FL comment from RAN1 #111
There are varying opinions on the need of model delivery/transfer. FL encourages
· Proponents to bring discussions on why model delivery/transfer may be useful and their use cases
· Opponents to bring discussions on why model delivery/transfer is not needed
· In which scenarios model delivery/transfer may or may not be needed



	Agreement from RAN1 #112
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 

	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side



Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.
Note: The Case definition is NOT intended to introduce sub-levels of Level z.
Note: Other cases may be included further upon interest from companies.
FFS: Z4 and Z5 boundary 

RAN2 #121 agreement
Aim to at least analyze the feasibility and benefits of model/transfer solutions based on the following: 
Solution 1a: gNB can transfer/deliver AI/ML model(s) to UE via RRC signalling.
Solution 2a: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via NAS signalling.
Solution 3a: LMF can transfer/deliver AI/ML model(s) to UE via LPP signalling.
Solution 1b: gNB can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 2b: CN (except LMF) can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 3b: LMF can transfer/deliver AI/ML model(s) to UE via UP data.
Solution 4: Server (e.g., OAM, OTT) can transfer/delivery AI/ML model(s) to UE (e.g., transparent to 3GPP)



Company proposals
Huawei, HiSilicon:
Proposal 2: For the study of model transfer/delivery cases:
· Deprioritize the Case z1, z2 and z3.
· Further study the Case z4 and z5.
· No need to discuss the potential spec impact on Case y.
Proposal 3: Deprioritize the model transfer/delivery from UE to Network.
Proposal 4: For the study of model transfer/delivery from Network to UE, small model size (e.g., to ensure no strong impact to legacy RRC signaling) should be assumed as a starting point for the potential spec impact analysis.
ZTE:
[bookmark: _Toc87][bookmark: _Toc13540][bookmark: _Toc20622][bookmark: _Toc4048]Proposal 13: RAN1 concludes the pros and cons of supporting “proprietary model” and “open-format model”. Then, RAN1 should send LS to other working groups (e.g., RAN2 and SA2) to check the feasibility of supporting open-format models.
[bookmark: _Toc10715][bookmark: _Toc20011][bookmark: _Toc3520][bookmark: _Toc15706]Proposal 14: Leave the discussion on model storage and delivery options to RAN2. RAN1 can proceed current work assuming model delivery may be from a 3GPP entity (e.g., gNB, LMF, and CN) or from a non-3GPP entity (e.g., OAM, OTT).
Vivo:
Proposal 15: RAN1 concludes typical model size, frequency of model transfer/update and latency requirement and send LS to RAN2 to facilitate the discussion of solutions for the model transfer.
Proposal 16: Model transfer capability may consider the alignment between UE and network on supported structures, quantization and processing.
Proposal 23: Send LS to SA2 and SA4 to study the potential specification impact of at least model transfer/deliver, model training, data collection and model identification.
CATT:
Proposal 13: Leave the discussion of model delivery/transfer to RAN2. RAN1 may provide some input by sending LS if relative agreements are reached.
Proposal 14: If RAN1 sends an LS to RAN2 on the size of UE-side models, capture CATT’s input in Table 3 in this contribution.
Intel:
Proposal-5 (NW side involvement): Model training, particularly after an initially developed model is acquired, should be supported at a NW-side server that allows customization of a model to the local environment. Subsequent model transfer/delivery to the UE can happen through 3GPP or non-3GPP mechanisms

Proposal-6 (NW side involvement): For model transfer in a proprietary format support a NW to update the parameters of a model at the UE – (including indirect means involving a UE-side server if needed)

Sony:
Proposal 2: RAN1 should study what signalling information would be needed for training and how to transfer an AI/ML model.
Ericsson:
[bookmark: _Toc135045681]Proposal 10	Model transfer is deprioritized for use cases using one-sided model.
[bookmark: _Toc135045682]Proposal 11	For CSI with two-sided model, alternatives that do not require model transfer are prioritized in this SI.
[bookmark: _Toc135045683]Proposal 12 	For model delivery/transfer, consider only model delivery (case y). Model transfer (case z1-z5) are not supported.
Xiaomi:
Proposal 12: At least model delivery/transfer from network to UE should be considered. 

Google:
Proposal 6: Since AI/ML models are not expected to be specified, the model transfer and update procedure could be deprioritized.
Samsung:
Proposal #1: Concerning with the feasibility and practicality of AI/ML model transfer, RAN1 should study aspects such as
-   Interoperability: does a model transferred from one node to another node work in a plug-and-pay manner, i.e., without extensive receiving-node-specific optimization, compiling and testing?
-    Proprietary issues: If AI/ML models are considered proprietary assets, model transfer in an open format discloses them. 
-   Model transfer format (MTF): does RAN1 need to adopt a common MTF so that a model exchanged between two nodes from different vendors compiles and runs? 
-   Performance guarantee: If AI/ML model is transferred from one node to the other, which entity guarantees performance, e.g., inference latency?

Proposal#2: In regards to model delivery/transfer deprioritize cases z1, z2, z3 ,z4, z5 in this study item
· Cases z2, z3, z4 and z5, do not allow the UE to receive and run AI/ML models in a ‘plug-and-play’ manner, i.e., without additional steps for UE-specific compilation and optimization.
· Specification support for case-z1 is not justified as the same UE vendor would train the model. Hence, proprietary solutions, e.g., case-y, can be used.  
CAICT:
Proposal 7: Proposal 6-19f discussed in last meeting could be approved. 
Proposal 8: For model delivery/transfer cases, z4/z5 could be considered with higher priority than z1/z2/z3.
CMCC:
Proposal 2: Study the following options and potential spec impact of model delivery. 
· Opt1. UE specific format based model transfer
· Opt2. Standard format based model transfer
· Opt3. OTT/OAM based model delivery 
Proposal 15: Regarding the boundary between z4 and z5,
· In model delivery/transfer Case z4, the “known model structure” means an exact model structure that as has been previously identified between NW and UE and for which whose model ID the UE has and explicitly indicated its support in its UE capability reporting.
· In model delivery/transfer Case z5, the “unknown model structure” means any other model structure not covered appearing in z4, including any model structure that is only partially known.
MediaTek:
Proposal 23: For model transfer, RAN1 focuses on what kind of information needs to be delivered for model transfer. RAN1 leaves model transfer channel (CP or UP) and model format to RAN2 discussion. RAN1 should provide inputs for the requirements of model transfer/delivery in terms of model size, latency and model update frequency to RAN2 to evaluate the applicability of different model transfer/delivery solutions. 
Apple:
Proposal 14: For level z, 3GPP consider endorse a few existing AI model formats. 3GPP does not specify its own model format for model delivery.

Lenovo:
Proposal 14: Agree with FL’s proposal on the boundary of z4 and z5 as
“In model delivery/transfer Case z4, the ‘known model structure’ means a model structure that has been previously identified between NW and UE and for which the UE has explicitly indicated its support. 
In model delivery/transfer Case z5, the ‘unknown model structure’ means any other model structure not covered in z4.”
Qualcomm:
Proposal 31: Model training needs to consider feasibility of disclosing proprietary model information to the other side.

Proposal 32: Model structure design needs to consider device-specific design optimization and capability.

Proposal 33: Deprioritize Case z5.

Proposal 34: Model training and conversion to executable involves device-specific optimization.

Proposal 35: Prioritize proprietary format (Cases z1 and z2) over open-format model (Cases z3 and z4) for model transfer.

AT&T:
Proposal 6: Consider “proprietary AI/ML model structure” and “open-source AI/ML model structure” as two separate AI/ML model structure categories for RAN1 discussion, 
	Proprietary AI/ML model structure
	An AI/ML model that uses an AI/ML algorithm and/or input/outputs that are proprietary from 3GPP perspective.

	Open-source AI/ML model structure
	An AI/ML model that uses an AI/ML algorithm and input/outputs that are mutually recognizable across vendors and can allow interoperability, from 3GPP perspective. 



NEC:
Proposal 17: Study AI/ML model transfer with 3GPP network assistance at least for the case of two-sided AI/ML model or when online training is required for an AI/ML model.
Proposal 18: Study AI/ML model transfer using open AI/ML format. FFS details of open format, support of vendor specific algorithms.
NTT Docomo:
Proposal 12: Deprioritize the case z5 model transfer in Rel-18 AI/ML SI discussion.
Proposal 13: Discuss the feasibility of case z4 model transfer before further studying it. 


Issue 7-21: Model delivery and transfer discussion
I believe that the group has made decent progress on essential aspects of AI/ML framework and for each sub-use-case, centering around inference operations assuming offline training (w/ multi-vendor collaboration/alignment), offline model conversion and testing, and Collaboration Level y. As the basic framework for essential aspects are getting into shape, we’d like to capture analysis, for model transfer/delivery, on the need/benefit, feasibility, and specification impact assessment.

According to the agreement from RAN1 #112, the cases y, and z1-z5 are defined as follows
	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side



Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.
Note: The Case definition is NOT intended to introduce sub-levels of Level z.
Note: Other cases may be included further upon interest from companies.

The boundary between z4/z5 is further clarified in 7-23.

For ease of understanding, the Cases y and z1-z5 are illustrated in the below diagram, which was recreated from vivo’s contribution with some monidification.


[image: ]

To have a better understanding, it can be good to list all the pros and cons of each option in addition to the relevant use cases. It is also worth considering the potential spec impact of each option.
· Why is it needed? What are the use cases and benefits?
· What are challenges and feasibility issues to support it? What problems would it cause that needs to be addressed to make it work?
· Potential specification impact?
The purpose of this is so that we’d like to capture analysis summary, and recommendations, if possible, into the TR. This will at least serve as a scoping for future specification.


[FL1][FL2][FL3] Proposed conclusion 7-21a:
The following summarizes the use cases, benefits, challenges/requirements, and potential specification impact of model delivery/transfer Cases.

	
	Use cases
	Benefits
	Challenges / requirements
	Potential specification impact 

	Y
	
	B1, B2, B3
	
	

	Z1
	
	B2
	C1, C2, C8
	

	Z2
	
	B2
	C1, C2, C3
	

	Z3
	
	B1, B2, B3
	C1, C3, C4, C6, C8
	S1

	Z4
	
	B1, B2, B3
	C3, C4, C5, C6, C7, C9
	S1

	Z5
	
	B1, B2, B3
	C3, C4, C5, C6, C7, C9, C10, C11
	S1, S2



Benefits:
· B1: Shorter model update timescale
· B2: Joint model development across vendors
· B3: Flexibility for model update
Challenges and requirements:
· C1: Larger latency
· C2: Offline co-engineering efforts
· C3: Preservation of proprietary design
· C4: UE capability for compiling, updating and running the model  
· C5: Lack of performance guarantee due to lack of testing fully developed model
· C6: Specification effort for model delivery format for open format
· C7: Testability aspects
· C8: Lack of per cell or area optimization if dataset ID is not available
· C9: Full model optimization
· C10: Device specific optimization
· C11: Device capability of running an unknown model structure
Potential specification impact:
· S1: Specification of model format for open-format model transfer
· S2: Flexible UE capability mechanism beyond model ID-based approach

	Company
	Comments

	vivo
	We mainly have the following comments:
· For level y, 
· there is no benefit of B1 and B3 since it would require complicated co-engineering or exchange of information before deploying the model. 
· There are following challenges for level y
1. Complicated co-engineering efforts would be needed for two sided cases and for data not available at single side.
2. Data collection efforts would be required for UE side which may cause devices storage and need user consent.
3. Additional risk at device side exists that propriatery information would be exposed.
4. Large amount of models need to be stored at UE side for site specific operations. Additional user consent is needed if the model delivered consumes user data link resources.
5. C8 is also the challenge for level y.
· For level z4,
· With widely used models, there is no challenge of C3;
· With aligned model structure, there is no challenge for C4 since the trained model should be aligned with supported UE capability.
· C5 and C7 do not exist as long as the RAN4 tests are well defind. These aspects are RAN4 related and are pending on RAN4 discussion. 
· C6 does not create any issue. SA2 has already specified token based mechanism for interoperability.
· We don’t understand C9. What is full model optimization?


	Panasonic
	We may have more comment but current identifiied topics are following.
- The meaning of "flexibility for model update" is not yet clear to us. It may be possible in z1 and z2. On the other hand, flexibility for model udpate may not be available when all model handling is within UE in level Y. Even in level Z, if multiple models are transferred to UE and some activations are within UE, model handling is not visble to NW. 
- On B2 in Z1, as training is neutral or UE side and stroage is NW side, we are not sure " Joint model development across vendors" of B1 is feasible.
- On C6 in Z2, as NW side training and UE side compilling, we expect some limitation on the model similar to z4 although some more flexibility is available compared with z4. Therefore, we don't see so big difference between C6 aspect between Z2 and Z4.
- C7: testability aspect would be commonly applied when B1: shorter model update time scale is applied as shorter model update time scale may not have sufficient time for the test.
- C9: full model optimization and D10 Device specific optimization are applied in all case NW trains the model.


	Huawei, HiSilicon
	1) Why “B2 Joint model development across vendors” is a benefit? We think it should be drawback as it incurs offline interoperation?
2) For C6, regardless of the model transfer format (proprietary format, open format), there will be effort on the format between vendors – either it is spec effort, or effort offline interoperation with vendor customization.

3) Case y has longer model update timescale (B1) – after it is updated, it needs to be delivered to the non-3GPP server, then deployed to the UE device via FOTA. Same for z3, since it needs to be delivered to the non-3GPP server for compile. 
4) For z4, C4/5/7/9 may not exist: UE has performed test/compiling on the model structure. The parameters are directly updated to the binary image w/o re-compiling; the network performance will be ensured by monitoring.

	NTT DOCOMO
	If model is trained at NW side and delivered from NW to UE in case y, the model delivery requires the offline co-engineering effors between UE and NW. So, C2 should be added in case y as well.

	Google
	It seems this needs more discussion. Probably we can try to agree on the categories in B/C/S and come back with the table at next meeting.

	LG
	As some companies proposed in their tdocs, some prioritization of scenario(s) is prefered before going into studying each scenario.

	CAICT
	For Z4, we propose C5 could be removed from challenge/requirements.

	Samsung
	Ok with the direction. As Google suggested may be clearer categorization of aspects may help for convergence.  

	Mod
	Please provide further comments

	CATT
	We think some of the ‘characteristics’ is not a clear benefit or clear drawback. For example ‘B2: Joint model development across vendors’ seems to have disadvantages due to inter vendor’s arrangement effort. Some of them seems have some overlapping (e.g. C4 and C11, C9 and C10).
Google’s suggestion seems good, we can agree on a list of B/C/S first.

	NEC
	We have similar comment as Vivo, it is equally important to capture the challenges for case y in the proposal so that final decision can be taken with full awareness. At least C2 and C8 are applicable for case y.
Also we are not sure what is the intention behind C1 “larger latency” here? What latency metric are we considering here and how is it a challenge for the mentioned use cases is not clear.

	ZTE
	1) We don’t think B2 is the benefit. It requires more efforts. For case y, the Joint model development across vendors is needed only for two sided model.
2) Case y doesn’t have beneftis of B1 and B3 from network ponit of view. 
3) Not sure C1 means latency for model training or latency for model transfer/scheduling. At least for model transfer, model stored at network has a small latency.
4) Suggestion on wording change on S2: Flexible UE capability mechanism beyond model ID-based  identification approach

	Xiaomi
	·  For case y, the model storage could not only be server owned by UE side but also be servers owned by network. The pros and cons for these two cases should be discussed separately. 
· We also share similar view with vivo and NEC that challenges of case y should be captured as well. In our understanding, when model storage location is the server of NW, then C2, C10 exist. When model storage location is the server on UE side, then C8 exist. 
· For C1, further clarification is needed to explain what kind of latency means here. 




[FL4] Proposed conclusion 7-21b:
FL comments: Thanks for the many comments. I don’t think this will be agreed in this meeting, but rather, let’s go through this exercise so that it can be included and captured in the TR in the next meeting. Based on the comments, I made many updates. Notable updates are:
· For this comparison, let’s take Level-y with model delivery and offline training/compiling/testing as a baseline for comparison of Cases z1-z5. Therefore, I deleted all the benefits of Level-y from the table. Please provide comparison of Cases z1-z5 against y.
· Deleted B2, as it’s possible in both collaboration levels y and z.
· Deleted C1, as we’re instead capturing the benefit B1.
· Replaced C2 with B4 with some clarification, as C2 was ambiguous.
· Deleted C6, as we’re instead capturing it as potential specification impact S1.
· Merged C7 into C5, as the meaning of C7 is not clear and seems to overlap with C5.
· Deleted C8, as per-cell optimization is doable in all Cases.

The following summarizes the use cases, benefits, challenges/requirements, and potential specification impact of model delivery/transfer Cases for UE-sided/part models. 

For the table, the baseline for comparison is
· Collaboration Level y, with model delivery from the UE-side server to UE
· The UE-side model is trained offline at the UE side. (The same is assumed for Cases z1 and z3.)
· The UE-part of the two-sided model is is trained offline at the UE-side, e.g. via sequential training. (The sameis assumed for Cases z1 and z3.)
· The trained model is quantized, compiled, and tested offline before use. (The sameis assumed for Cases z1 and z2.)

	
	Benefits
	Challenges / requirements
	Potential specification impact 

	y
	-
	-
	-

	Z1
	B2
	C1, C2, C8
	S0

	Z2
	B2
	C1, C2, C3, C9
	S0, [S1]

	Z3
	B1, B2, B3
	C1, C3, C4, C5, C6, C8
	S0, S1

	Z4
	B1, B2, B3, B4
	C3, C4, C5, C6, C7, C9
	S0, S1

	Z5
	B1, B2, B3, B4
	C3, C4, C5, C6, C7, C9, C10, C11
	S0, S1, S2



Benefits (compared to Case y):
· B1: Shorter model parameter update timescale without requiring offline quantization, compiling, and testing
· B3: Flexibility for model structure update without offline co-engineering for two-sided models
· B4: Flexibility for model parameter update without offline co-engineering for two-sided models
Challenges and requirements:
· C1: Larger latency
· C2: Offline co-engineering efforts
· C3: Preservation of proprietary design
· Note: This may not be a concern if the model is widely known and does not involve any device-specific design decisions (such as number of layers, activation size, quantization, etc.) whose choice will constitute a design secret.
· C4: UE capability for accepting new parameters on an existing model structure, such as compiling (if needed), quantization, updating and running the model
· C5: Lack of performance guarantee and testability of an updated model prior to deployment, compared to the baseline scenario of going through offline quantization, compiling, and testing of the updated model with the rest of the modem implementation.
· Note: Performance can be monitored after the model is deployed.
· C6: Specification effort for model delivery format for open format
· C7: Testability aspects
· C8: Lack of per cell or area optimization if dataset ID is not available
· C9: Full model optimization Potentially suboptimal performance of an updated model due to lack of testing fully developed modelmodel quantization optimization during training, compared to the baseline scenario of going through offline quantization, compiling, and testing of the updated model.
· C10: Device specific optimization of the model structure
· C11: Device capability of running an unknown model structure
Potential specification impact:
· S0: Specification related to model transfer
· S1: Specification of model format for open-format model transfer
· S2: Flexible UE capability mechanism beyond model ID-based approach

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	
	

	
	




Issue 7-22: Need of model transfer
[FL1] Proposal 7-22a:
Alt 1: Support specification of model transfer for both UE-sided models and UE-part of two-sided models
Alt 2: Support specification of model transfer for UE-part of two-sided models. Model transfer is not needed for UE-sided models.
Alt 3: Do not support specification of model transfer
Note: Further discussion and downscoping can be done in each sub-use-case.


	
	Support
	Not support

	Alt 1
	
	

	Alt 2
	
	

	Alt 3
	
	

	Company
	Comments

	vivo
	We would like to clarify what does “support” mean in the proposal? This is study item and we are trying to study aspects for various options on table.
If this recommendation for WI work, we think it is more appropriate to derive the conlusion based on study of options.
And based on above analysis in 7-22, we see the benefits of Alt1 being recommended for a future-proof framework.
Also from RAN perspective, we don’t see much difference between z1~z5 for specification effort.

	OPPO
	We suggest to deprioritize model transfer in Rel-18. We are open to further study it in future release.

	Panasonic
	What topics are going to be Release 19 is the outcome of the study item. We are not sure the meaning of "support". In addition, it can be "support for further study" or "supprot for work" can be also different.


	NTT DOCOMO
	We could not understand the motivation of this proposal. SI does not need to determine which feature is supported. If the intention of this proposal is not to further discuss the potential specification impacts of model transfer in R18, it makes sense.

	Google
	Probably we can say “model transfer is deprioritized in R18”.

	LG
	We guess that the proposal is for deprioritizing certain scenario for further study (whether to support or not would be RANP scoping discussion for Rel-19 WI(if supported) or WI-level discussion). Given the very limited time for this SI, we support deprioritizing further study of model transfer.

	CAICT
	Alt.1 is preferred. 

	Ericsson
	We think the model transfer discussion should be downpriortized in this study item, instead focusing on clarifying the functionality and model identification/LCM topic. We should rather agree to downprioritize it than identify the need of it.

	Samsung 
	We are ok with proposal. What does the Note mean? We think the question here is about feasibility, why should it be use-case specific? 

	CMCC
	If the intention of this proposal is to “support to further study”, we prefer Alt1. Model transfer can be supported for both one sided and two sided model.




[bookmark: _Hlk135637787][FL2][FL3][FL4] Proposal 7-22b:
FL comment: I rephrased the proposal to make the intention clearer.

Alt 1: Study model transfer for both UE-sided models and UE-part of two-sided models in Rel-18.
Alt 2: Study model transfer for UE-part of two-sided models in Rel-18. Deprioritize the study of model transfer for UE-sided models in Rel-18.
Alt 3: Deprioritize the study of model transfer in Rel-18.
Note: Further down-scoping can be done in each sub-use-case.

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	CATT
	Due to the lack of main bullet, the motivation of this proposal is unclear. Is it intended to capture a full list for future down-selection, or do down-selection now? We only have 1.5 meetings in Rel-18. 
[Mod] Down-selection for the remainder of Rel-18 discussion. It doesn’t mean any down-selection for the future, as the framework we develop is compatible with model transfer.

	OPPO
	Alt 3

	NEC
	From our perspective, model transfer would be beneficial for the case of at least two-sided models. We also see benefit for model transfer for UE-sided models as well but are willing to consider other companies’ views as well. Hence, we support Alt-1 and Alt-2.

	Panasonic
	As down-scoping can be done in each sub-use-case, we agree three lists covers possibilities.


	ZTE
	We can send LS to other working groups based on the conclusion 7-21 as it have different spec impacts from RAN2 perspective. It’s bette rto let other working groups to decide the feasibility. We don’t need to discuss the priorization in RAN1.

	ChinaTelecom
	Alt-1
We think model transfer should be supported for both UE-sided models and UE-part of two-sided models in Rel-18.

	vivo
	Support Alt-1.
Based on above analysis in 7-22, we see the benefits of Alt1 being recommended for a future-proof framework.

	Xiaomi
	Support Alt.-1

	AT&T
	Support Alt 1

	ETRI
	Support Alt 1

	Samsung
	Alt3




Issue 7-23: Model delivery/transfer Case z4/z5 clarification
This is the same as 6-19f that was put for an email approval in RAN1 #112-bis-e. It was very stable without any objection but could not be endorsed as this version was available for review for less than 20 hours before the deadline.

[bookmark: _Hlk135802490][FL1][FL2][FL3][FL4] Proposal 7-23a (same as 6-19f):
In model delivery/transfer Case z4, the “known model structure” means an exact model structure that as has been previously identified between NW and UE and for which whose model ID the UE has and explicitly indicated its support support in its UE capability reporting.

In model delivery/transfer Case z5, the “unknown model structure” means any other model structure not covered appearing in z4, including any model structure that is only partially known. 

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	vivo
	Fine with the clarification.
And we would like to clarify that for the case of partially known model, transferring the partillay know part belongs to z4. But the whole model if including the unknown part would belong to z5.
[Mod] Yes.
There are possible cases that some adaptation layers may be transferred for network to UE but the unknown UE side processing and feature extraction can be kept unknown.

	ZTE
	Support.

	Panasonic
	Although we are ok with the current separation, instead of discussing only model structure aspect, to discuss what is more feasible and what is more unfeasible in general is more meaningful discussion. As difficulty is not only model structure knowledge.
[Mod] It’s being discussed in 7-21.

	Google
	OK

	Futurewei
	OK with these definitions.

	Lenovo
	Agree

	CAICT
	Support.

	CMCC
	Support.

	Mod
	This has been very stable and seems agreeable. Please provide comments/concerns, if any.

	CATT
	Support

	NEC
	Seems okay

	Xiaomi
	Support

	AT&T
	Support




2.2.3.8 Model inference operation
Previous agreements

Company proposals
Huawei, HiSilicon
Proposal 19: Study the following aspects for pre/post-processing: 
· Pre/post-processing methods, e.g. scalability to different input/output dimensions, channel conversion, quantization methods, etc. 
· Potential spec impact on how to align the pre/post-processing methods between Network and UE.
Google
Proposal 2: Study parallel model inference based on the same or different AI/ML models.
Nvidia
Proposal 13: For AI/ML based enhancements for NR air interface, study potential specification impact related to report/feedback of model input for inference, type of model input, and model input acquisition and pre-processing.
Proposal 14: For AI/ML based enhancements for NR air interface, study potential specification impact related to report/feedback of model inference output and post-processing.
NTT Docomo
Proposal 16: Study the processing unit framework for model inference, when multiple models are compiled at UE.
TCL Communication
Proposal 11: Some constraints shall be added on the post-processing, in order to avoid obtaining an oversimplified low-performance model from post-processing.



2.2.3.9 Functionality/model selection, activation, deactivation, switching, and fallback operation
Previous agreements
	RAN1 #110bis-e Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms
RAN2 #121-bis-e Agreement

[bookmark: OLE_LINK126]For the CSI compression and beam management use cases, model/function selection/(de)activation/switching/fallback can be UE-initiated or gNB-initiated. FFS how the different cases are different (e.g. applicability to UE-sided vs network sided model). 
For the positioning use case, model/function selection/(de)activation/switching/fallback can be UE-initiated or LMF-/ gNB-initiated. FFS how the different cases are different (e.g. applicability to UE-sided vs network sided model).



Company proposals
Continental Automotive
Proposal 9: The pre-determined list of models are used to switch models based on the configured triggering information about activating alternative models for model switching.
Vivo
Proposal 10: To fight against the AI/ML generalization problem, generic model would typically have larger computation complexity and storage overhead, while zone/site specific models would need simple model structure and small model size.
ZTE
Proposal 1: 	Revise the terminologies agreed for model activation, model deactivation, and model switching as follows,
	Model activation
	enable an AI/ML model for a specific function AI/ML-enabled feature

	Model deactivation
	disable an AI/ML model for a specific function AI/ML-enabled feature

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function AI/ML-enabled feature



Proposal 15: Model/functionality selection, activation, deactivation, switching and fallback operation should be discussed separately from performance monitoring.

Proposal 17: Network should make final decision on selection, activation, deactivation, switching, and fallback operations of the function unit (either a functionality or a model operated at UE) that is not transparent to network.

Spreadtrum
Proposal 12: For network sided model, the following mechanisms can be further studied for model selection, activation, deactivation, switching, and fallback for network sided models:
· Decision by the network 
· Network-initiated
Huawei, HiSilicon
Proposal 24: For model selection, activation, deactivation, switching, and fallback at least for UE-side models and two-sided models, take the following modes as baseline:
· Decision by the network
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network, and the network indicates UE to execute the decision accordingly

Proposal 25: Study the case where Network pre-monitors the performance of an inactive UE part model or UE-side model before model activation/switching for guaranteeing the network performance.
Nokia
Proposal 9: RAN1 to prioritize Network-controlled Functionality selection, (de)activation, switching, and fallback, and focus only on the following variants: 
· Decision by the network – for all Functionality level actions
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE – for deactivation of an activated Functionality  
· Event-triggered as configured by the network, UE’s decision is reported to network

Proposal 10: RAN1 to discuss dynamic methods, triggered by the NW or the UE, for verifying compatibility of the Functionalities at the UE-side and gNB-side for the use cases with two-sided ML models.
CATT
Proposal 1: Add the following definition of functionality switching in the terminology list:
	Functionality switching
	Deactivating a currently active AI/ML functionality and activating a different AI/ML functionality for a specific AI/ML-enabled feature.



Proposal 5: To achieve good performance across different scenarios, model generalization, model switching and model update are supported from standardization point of view. Which option will be adopted/implemented is up to vendor’s choice.

Proposal 12: For the purpose of model activation/selection/switching, study necessity, feasibility and potential specification impact for methods to evaluate the applicability of inactive AI/ML models/functionalities, including the following examples:
· Evaluation by comparing the model’s applicability condition to the current conditions
· Evaluation based on input data distribution
· Evaluation through model monitoring by using the inactive model(s) for monitoring purpose and measuring the inference accuracy/system performance
· FFS: how to mitigate resulting system performance impact if any.
Fujitsu
Proposal-6: For the purpose of model activation/selection/switching, study necessity, feasibility and potential specification impact for methods to evaluate the applicability of inactive AI/ML models, at least including the following examples:
· Evaluation by comparing the model’s applicability condition to the current conditions.
· Evaluation based on input data distribution.
· Evaluation based on output of inactive model.
· Historic knowledge on model performance.
Google
Proposal 3: For 1-side mode, the model selection/switching could be transparent.

Proposal 4: For 2-side mode, the model selection/switching can be configured by the NW or reported by the UE

Proposal 5: Consider to use lower layer signaling, e.g., MAC CE, for model activation/deactivation/fallback operation.

Xiaomi
Proposal 15: Study processing time for the AI model activation/deactivation/switch/fallback
AT & T
Proposal 19: For the purpose of model activation/selection/switching, study necessity, feasibility and potential specification impact for methods to evaluate the applicability of inactive AI/ML models/functionalities, including the following examples:
· Evaluation by comparing the model’s applicability condition to the current conditions
· Evaluation based on input data distribution
· Evaluation through model monitoring by using the inactive model(s) for monitoring purpose and measuring the inference accuracy/system performance
· FFS: how to mitigate resulting system performance impact if any
NEC
Proposal 6: Study adaptive model selection, activation, deactivation, switching, and fallback without explicit LCM signaling.

Proposal 7: Study autonomous model activation procedure for AI/ML models with assistance of network broadcast signaling.
[bookmark: _Hlk127797816]Sony
Proposal 4: RAN1 should consider supporting the network initiated AI/ML model switching and event-trigger based AI/ML model switching for AI/ML model switching.
CMCC
Proposal 13: For the mechanism of model selection, activation, deactivation, switching, and fallback, if the decision is made by UE, UE’s decision should be reported to the network.
Nvidia
Proposal 11: For AI/ML based enhancements for NR air interface, study potential specification impact related to assistance signalling and procedure for model configuration, model activation/deactivation, model recovery/termination, and model selection.

Proposal 12: For AI/ML based enhancements for NR air interface, study potential specification impact related to assistance signalling and procedure for model performance monitoring, model update/tuning, and model selection/switching.

Fraunhofer
Proposal 2: A cost is associated with AI/ML functionality/model activation/deactivation/selection/switching. This cost can encapsulate, for example, the required overhead for measurement, signaling and coordination between UE and NW, as well as the complexity of the functionality/model to be activated.

Proposal 3: To predict the expected performance of inactive AI/ML model(s) without explicitly using them for monitoring purpose and measuring the inference accuracy/system performance, train an estimator from data that can predict the expected benefit of activating the functionality/model, considering the expected performance/QoS the functionality/model will bring, as well as the expected cost due to selection/activation/deactivation/switching of the candidate functionality/model.
LG
Proposal #5: For UE-sided models, model selection/activation/deactivation/switching should be decided by the UE and no need to inform NW on the number of AI/ML models and the currently activated AI/ML model among them. Instead, UE may report updated UE capability/functionality and/or reliability/confidence of the reported values for NW to decide whether or not to use it.

Proposal #7: Consider dynamic reconfiguration of UCI reporting for the case of functionality switch/update for the same sub-use-case.

Proposal #8: For two-sided models, model selection/activation/deactivation/switching can be decided by the NW.
Qualcomm
Proposal 25: Model selection / switching should be based on well-defined conditions that are available during inference. Model monitoring is not a desirable mean for model selection / switching due to potentially high complexity, overhead, and/or latency.
Oppo
Proposal 7: Besides generalized AI/ML models, scenario-dependent AI/ML models should be supported. 
· Model switching should be supported because its specification impact is limited if the Local ID is supported. 
· FFS: Specification impacts of model update.

Proposal 8: In Rel-18, for model selection, activation, deactivation, switching, and fallback, 
· The NW-sided model is decided by NW.
· The decision may be informed to UE, if needed.
· The UE-sided model is decided by UE.
· The decision may be informed to NW, if needed.
· For two-sided models, focus on the mechanisms based on network decision.
Samsung
Proposal #14: For approaches to achieve good performance across different scenarios/configurations/sites, e.g., model generalization, model switching, model update, etc., study 
· Approaches to discover and/or report scenarios/configurations/sites   
· Model input/output pre/post-processing and the additional side-information required to achieve model generalization
TCL Communication
Proposal 9: To minimize the overhead of switching between AI/ML models, it is important to ensure that the models can be switched which sharing the same reference signal configuration.

Proposal 10: The generalization of an ML model is needed to be discussed, according to model deployment, model switching, and alignment of applicable settings.
MediaTek
Proposal 9: Use ‘model control’ to stand for model selection, activation, deactivation, switching, and fallback to facilitate the discussion.

Proposal 10: Clarify model selection as the operation to select the first AI/ML model at the very beginning when AI/ML is enabled.

Proposal 11: Clarify the difference between model switching and model activation/deactivation and discuss the need to keep both.
ETRI
Proposal 6: For the LCM of AI/ML in NR air interface, study AI/ML functionality ID and model ID based activation/deactivation of AI/ML functionality/model.

Proposal 7: For the LCM of AI/ML in NR air interface, study AI/ML functionality/model activation and/or deactivation reflecting other UE status (e.g., DRX).


Issue 7-25: model control decision (continuation from 6-23a)
(FL note: The following proposal intends to limit the model control decision to the network side – either directly decided by the network, or UE-request based, or event-triggered as configured by the network. UE autonomous approach is only applicable if the models are transparent to the network.)

[bookmark: _Hlk132410687][FL1] Proposal 7-25a:
For models that are not transparent to the network, UE-autonomous mechanisms should not be considered for selection, activation, deactivation, switching, and fallback and the final decision should be made by the network:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network

	
	Yes
	No

	Agree?
	 DCM
	

	Company
	Comments

	vivo
	This seems to be use case specific discussion.

	ZTE
	It should be applied to both model and functionality. As we commented before,  either a model or a functionality is just a function unit operated at UE that is not transparent to network. If it’s not transparent to network, the finally decision should be made by network.

	Panasonic
	We agree “models not transpared to the NW” is obviously “UE autonomous mechanism” should be prevented.

	Huawei, HiSilicon
	Agree.

	NTT DOCOMO
	Support the proposal.

	Google
	OK in general. We suggest some revision as follows:
· Decision by the UE
· Event-triggered as configured by the network or predefined by spec, UE’s decision is reported to network


	Futurewei
	Support in general.
We may need to clarify the words “decision” and “execution”. In current discussion, we seem to imply that the entire making the decision will execute the corresponding operation. But we have also seen companies using the term “execute”; in this case, the entity making the decision is not the same one that executes the operation. 

	Fujitsu
	OK

	Lenovo
	Agree

	ETRI
	Support.

	CAICT
	OK.

	Ericsson
	Agree with Vivo that it should be use case specific. To identify the scenarios where we think the models are not transparent to the NW. 

	Samsung
	Some clarification as Futurewei suggested may help. 

	CMCC
	Support.

	TCL 
	Support.




[bookmark: _Hlk135802693][FL2][FL3][FL4] Proposal 7-25b:
FL comments
· To ZTE: We already made similar agreement on functionality.
· To Futurewei/Samsung: The discussion is about UE-side/part models, so the execution will always be by the UE.

For UE sided models and two-sided models, for models that are not transparent to the network, UE-autonomous mechanisms should not be considered for selection, activation, deactivation, switching, and fallback and the final decision should be made by the network:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network or predefined by spec, UE’s decision is reported to network

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	CATT
	OK. Seems obvious. Otherwise it is level x LCM, which is allowed but out of 3GPP.

	NEC
	Support

	Panasonic
	Support

	Sony
	Support.

	Continental Automotive
	Support

	ETRI
	Support.

	ZTE
	Fine with this proposal.
 But we don’t have agreement for functionality so far. The only agreement regarding the decision is about the model.
RAN1 #110bis-e Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms
[Mod] The previous agreement refers to:
For UE-side models and UE-part of two-sided models:
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 

	KDDI
	Support.

	Xiaomi
	Support

	AT&T
	Support

	NTT DOCOMO
	Support.

	Fraunhofer
	Support




2.2.3.10 Functionality/model monitoring
Previous agreements
	RAN1 #110bis-e Agreement
Study AI/ML model monitoring for at least the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training).
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

RAN1 #110bis-e Agreement
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
3. Monitoring based on inference accuracy, including metrics related to intermediate KPIs
3. Monitoring based on system performance, including metrics related to system erformance KPIs
3. Other monitoring solutions, at least following 2 options.
19. Monitoring based on data distribution
1. Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.
1. Output-based: e.g., drift detection of output data
19. Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE

RAN1 #110bis-e Agreement
Study performance monitoring approaches, considering the following model monitoring KPIs as general guidance
· Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)
· Overhead (e.g., signaling overhead associated with model monitoring)
· Complexity (e.g., computation and memory cost for model monitoring)
· Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)
· FFS: Power consumption
· Other KPIs are not precluded.
Note: Relevant KPIs may vary across different model monitoring approaches.
FFS: Discussion of KPIs for other LCM procedures




Company proposals
Ericsson
Proposal 14: Add the following as model monitoring KPIs: false alarm rate (FAR) and missed detection rate (MDR).

Proposal 15: One-sided models at the NW-side are monitored by the NW. Study data collection mechanisms to support inference-accuracy based model monitoring for NW-sided models if needed for a given use case.

Proposal 16: Study triggering conditions/events/signalling for UE-sided model fallback per use case.

Proposal 17: One-sided models at the UE-side are monitored by the UE.

Proposal 18: The performance monitoring of two-sided models is performed at the NW side. Study mechanisms to support inference-accuracy based model monitoring for two-sided models at the NW side, including UE reporting ground-truth together with UE-part model output to NW, periodic and event-triggered model monitoring procedures.
Continental Automotive
Proposal 5: To identify candidate inactive models need to be further studied in terms of improving model switching performance and minimizing any potential impact (e.g., signaling overhead).

Proposal 6: The relationship between candidate inactive models and the pre-configured parameters (e.g., data drift) can be further studied as a guide of inactive model selection.
ZTE
Proposal 16: For UE-side/part model, depending on which side to calculate the monitoring metrics and whether the monitoring metrics are reported, further study following options:
· UE-side performance monitoring: monitoring metrics are calculated by UE, and the monitoring metrics are not reported to network side.
· Network-side performance monitoring: monitoring metrics are calculated by network (with/without the potential to inform UE about the monitoring metrics).
· Hybrid performance monitoring: monitoring metrics are calculated by UE, and then the monitoring metrics are reported to network side.
Huawei, HiSilicon
Proposal 20: Study the potential procedures included by model monitoring, including data collection, measurement and report, AI/ML and non-AI/ML co-existence.

Proposal 21: For the container of Network side monitoring based on intermediate KPI, at least consider L1 signaling for the UE report to enable fast identification of AI/ML model failure.

Proposal 22: Study the following three modes of model monitoring:
· Mode 1: Network collects inputs for monitoring, calculates monitoring KPI, and makes monitoring decision.
· This case is applicable to Network-side model and two-sided model.
· Mode 2: UE collects inputs for monitoring, calculates monitoring KPIs which are then fed back to Network, and Network makes monitoring decision.
· This case is applicable to Network-side model, UE-side model, and two-sided model.
· Mode 3: UE collects inputs for monitoring, calculates monitoring KPI, makes monitoring decision, and reports the decision to Network; Network will indicate UE to execute the decision accordingly.
· This case is applicable to UE-side model.
· Network may configure a threshold criterion (e.g., threshold throughput/RSRP, or threshold intermediate KPIs) to facilitate UE to make decision.

Proposal 23: Study the benchmark solutions for model monitoring, including at least:
· Non-AI/ML solution, to make the decision of deactivation/fallback based on the performance comparison with the undergoing AI/ML solution.
· AI/ML solution subject to an inactive model, to make the decision of model switching based on the performance comparison with the undergoing AI/ML solution.
Nokia
Proposal 8: At least for UE-side models and UE-part of two-sided models, functionality or functionalities associated with the ML-enabled feature are always monitored based on an NW-controlled manner.
CATT
Proposal 17: Further study how to monitor the performance of AI/ML functionality. Model monitoring method can be a starting point.
Google
Proposal 8: For model monitoring interval, study the following options:
· Option 1: The model monitoring is performed based on the similar periodicity as RLM/BFD, e.g., every N ms.
· Option 2: The model monitoring is performed with a larger periodicity, e.g., every N second 
· Option 3: The model monitoring is performed after each prediction.

Proposal 9: After a detection of the performance failure for a prediction based on a AI/ML model, study the following options:
· Option 1: The model is assumed to be “invalid” for further communication
· Option 2: The detected prediction instance could be “invalid”, but the model may still be used for further communication
Xiaomi
Proposal 13: study the performance monitoring from the following two aspects
· Monitor the performance of activated AI model to assess whether to deactivate this model or update this model 
· Monitor the possible performance of AI model not activated to assess whether to activate the AI model.

Proposal 14: Study the mechanism to enable fast performance report
NEC
Proposal 8: Consider to support model monitoring of multiple AI/ML models for the same functionality.

Proposal 9: Support configuring an AI/ML model functionality for monitoring without activation. Further study impact on UE reporting procedure for monitoring and LCM signaling design.

Proposal 10: Information of model monitoring methods can be provided to NW or UE. If model failure occurs, the cause of model failure may also be reported.

Proposal 11: For model monitoring based on inference accuracy, study methods of ‘ground truth’ data collection.
Proposal 12: For UE-based monitoring, network should be able to configure one or more criteria to UE per AI/ML model/functionality to allow UE to determine model failure.

Proposal 13: Study L1/L2 based mechanism for UE reporting of model failure for UE sided model monitoring.

Proposal 14: For UE sided monitoring, study UE procedure for AI/ML model/functionality handling when UE reports an AI/ML model failure.
Sony
Proposal 3: RAN1 should consider supporting both of periodic and aperiodic feedback some assistance information from UE-side for AI/ML model monitoring.
CMCC
Proposal 14: For NW-sided AI/ML model, study the following mechanism for model monitoring
· Atl1. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation

Proposal 22: When the performance monitoring metric/method is the input or output data-based monitoring method, such as data drift between training dataset and observed dataset or out-of-distribution detection, the overhead of storing these data and the complexity to compute the input or output data-based KPIs need to be considered.
Fraunhofer
Proposal 6: The AI/ML monitoring has extended AI/ML model fault management capabilities. It encapsulates a Fault Detection and a Fault Diagnosis function.

Proposal 7: Consider the requirements and applicability for simultaneous inference and monitoring at the UE.

Proposal 8: The AI/ML monitoring at the UE, can provide information to the NW at least on AI/ML model functionality, detected fault indicators and associated recommended actions, even for models identified only as logical models in the NW.

Proposal 9: In two-sided model for CSI feedback use case, the gNB monitors the performance of the AI model and detect any possible fault based on the transmitted CSI report from the UE.
Lenovo
Proposal 5: Study the requirements on model monitoring for different AI/ML model LCM purposes, e.g., model selection, switching and fallback, per sub use case
Qualcomm
Proposal 26: To avoid performance issues due to training and target platform differences, it is highly desirable for the trained model to be converted (quantized, compiled) and tested offline prior to being delivered to UE.

Proposal 27: Real-time performance monitoring that incurs high overhead, high complexity, or high latency should be deprioritized.
Oppo
Proposal 9: Target to design a unified AI/ML inference monitoring mechanism supporting AI/ML model switching, 3GPP-based model transfer and model re-training.
· Consider communication performance-based metrics (e.g. MSE, BLER, throughput) as starting point. Complexity and overhead are not considered as metrics for model performance monitoring.
· Study performance prediction mechanism for an unused model.
· Model re-training is considered with low priority.
· Study evaluation methodology for performance monitoring approaches.

Proposal 10: Study on AI/ML training performance monitoring is low priority.

Proposal 11: For AI/ML model performance monitoring,
· The performance monitor of a UE-sided model is the UE.
· The performance monitor of a NW-sided model is the NW.
Samsung
Proposal #8: Study direct model monitoring, e.g., monitoring based on inference latency, and indirect monitoring, e.g., monitoring based on system performance, input/output data distribution, application condition, per use case.  
· Prioritize methods that do not require specifying monitoring metrics unless justified.
NTT Docomo
Proposal 14: In performance monitoring, (near) real time-scale performance metrics should be provided to NW for reliable model activation/deactivation/switching/fallback in case of NW-controlled models

Proposal 15: Study the performance monitoring mechanism for inactive models and fallback operation in addition to active models.
TCL Communication
Proposal 7: Monitoring event types include serving become better and serving become worse would be defined on the network, also the associated signaling would be future researched.

Proposal 8: The CSI framework should be enhanced to support monitoring event-based mechanism.
IITM, IITK
Proposal 2: Model monitoring can be conducted with new data (which we refer to as monitoring data). Unlike inference data, monitoring data is one in which the ground truth is known. It is our view that additional test-ing with monitoring data can augment the analysis of inference results and KPIs.
MediaTek
Proposal 12: For network-decided and network-initiated mechanism, model monitoring is performed at the network side. 

Proposal 13: For network-sided and UE-initiated mechanism, consider the cases that model monitoring is performed at the UE side or at both UE and network side.

Proposal 14: For UE-decided mechanisms, model monitoring is performed at the UE side. 

Proposal 15: If model control is UE-autonomous without reporting the decision to the network, model monitoring and model control at the UE side is implementation specific and will not be specified.


Issue 7-26: model validation and monitoring of inactive models (related to 6-25 and 6-28)
(FL note: During RAN1#112bis-e, there were several comments on the similarity between the proposal on inactive models and proposal on validating a model before first active use. The following proposal unifies the two aspects and discusses the problem of evaluating the applicability and performance an inactive model/functionality for potential activation.)

[FL1][FL2][FL3] Proposal 7-26a:
For the purpose of activation/selection/switching of models/functionalities, study necessity, feasibility and potential specification impact for methods to validate the applicability and expected performance of an inactive model/functionality, including the following examples:
· Validation based on the additional conditions associated with the model/functionality
· Validation based on input data distribution
· Validation through monitoring by using the inactive model/functionality for monitoring purpose and measuring the inference accuracy/system performance
· FFS: how to mitigate resulting system performance impact if any
· Validation based on past knowledge of the performance of the same model/functionality (e.g., based on other UEs)
· FFS: Requirements for the validation to be reliable (e.g., sufficient data coverage during evaluation)

	[bookmark: _Hlk128108323]
	Yes
	No

	Agree?
	 
	

	[bookmark: _Hlk128394978]Company
	Comments

	vivo
	Support the study for model part but not for functionality part.
The intention should also be communicated with RAN4 and ask for their views on this.

For the purpose of activation/selection/switching of models/functionalities, study necessity, feasibility and potential specification impact for methods to validate the applicability and expected performance of an inactive model/functionality, including the following examples:
· Validation based on the additional conditions associated with the model/functionality
· Validation based on input data distribution
· Validation through monitoring by using the inactive model/functionality for monitoring purpose and measuring the inference accuracy/system performance
· FFS: how to mitigate resulting system performance impact if any
· Validation based on past knowledge of the performance of the same model/functionality (e.g., based on other UEs)
· FFS: Requirements for the validation to be reliable (e.g., sufficient data coverage during evaluation)

	OPPO
	Ok to study, but not the high priority for Rel-18.

	ZTE
	OK with the direction. It’s not clear about the specification impacts of the following bullet:
· Validation based on past knowledge of the performance of the same model/functionality (e.g., based on other UEs)

	Panasonic
	Support the view from vivo.


	NTT DOCOMO
	Generally fine with the proposal. We suggest adding the note “the combination of above validation methods is also possible”.

	Google
	We suggest adding the following options for validation. If the AI/ML can outperform the non-AI/ML, the performance could be good enough.

· Validation through monitoring by using the non-AI/ML functionality for monitoring purpose and measuring the inference accuracy/system performance
[Mod] Comparing with non-AI/ML can be considered one approach to the third item

	Futurewei
	Agree in general for model ID based approach.

	Fujitsu
	We think the purpose and the procedures of model validation and monitoring on inactive model are quite different, we suggest to discuss two issus separately:
· For model validation, it is on validating a model before first active use, thus the possible latency could be large and needs to consider data coverage issue.
· While for monitoring inactive model, it relates to model selection/switching/activation, short latency and limited data collection would be desired.
[Mod] Whether such validation is different from the monitoring of inactive models can be part of the study

	NEC
	To our understanding, validation is a step of model training and should be discussed together with model training, not activation/switching/selection.

	ETRI
	Support.

	CAICT
	Support.

	Ericsson
	Not support. We don’t see the need of also supporting “inactive” models at this stage. We should first progress on how to monitor activated functionalities/models .

	Continental Automotive
	Support.

	CMCC
	OK to study.

	Mod
	FL note: Continuing the discussion in the second round to collect more comments. The validation mentioned here is not the model validation that may happen during training, but the validation of the model’s applicability and whether it is expected to perform well in a given condition or scenario

	CATT
	Support. 

	TCL 
	Support.

	Xiaomi
	Supoort

	AT&T
	Support

	Huawei, HiSilicon
	Sorry to miss the previous discussions. But we fail to find the reason to study the following 3 bullets – they should be implementation in our understanding. There seems to be nothing additional that NW and UE needs to interact between each other (for additional conditions, if needed, NW and UE can anyway use it; for input data distribution, it is implementation at a single side and does not need additional signaling between NW and UE; for the past knowledge, it is also implementation).

· Validation based on the additional conditions associated with the model/functionality
· Validation based on input data distribution
· …
· Validation based on past knowledge of the performance of the same model/functionality (e.g., based on other UEs)


In addition, if we understand correctly, this validation means an approach of pre-monitoring rather than the validation during the training. So we suggest using a new term for it, e.g., pre-monitoring.
study necessity, feasibility and potential specification impact for methods to pre-monitor validate the applicability and expected performance of an inactive model/functionality
[image: ]

	Fujitsu
	As mentioned in the previous comments, we think the procedure of “validating a model before first active use,” is different from that of “monitoring of inactive model”
The first one is more like an online performance test/validation, which may need a large size of data and relaxed latency for the test, while the later one is similar to model monitoring in terms of latency. 
If the majority view is to merge the discussion of these two cases together, we suggest adding validating a model before first active use in the main bullet, and study adding whether/how to use a common procedure to cover both cases in the sub-bullet.
 
For the purpose of activation/selection/switching of models/functionalities, study necessity, feasibility and potential specification impact for methods to validate the applicability and expected performance of an inactive model/functionality and the model before first active use, including the following examples:
· Validation based on the additional conditions associated with the model/functionality
· Validation based on input data distribution
· Validation through monitoring by using the inactive model/functionality for monitoring purpose and measuring the inference accuracy/system performance
· FFS: how to mitigate resulting system performance impact if any
· Validation based on past knowledge of the performance of the same model/functionality (e.g., based on other UEs)
· Whether/how to use a common procedure to cover both cases: 
validate performance of an inactive model/functionality and validate performance of the model before first active use
· FFS: Requirements for the validation to be reliable (e.g., sufficient data coverage during evaluation)

Besides, to avoid misunderstanding on the meaning of model validation here, the other name can be considered.


	Fraunhofer
	The term “validation” is in our view strongly connected with model training pipeline. 
Also, when we discuss on the applicability of a model/functionality based in additional conditions or input data distribution, there is no “validation” involved strictly speaking (in the context of validation & verification in ML). In this case we are merely “estimating” (or “predicting”) that model/functionality is applicable.
Finally, the final FFS bullet is not applicable to the first two bullets.
We propose the following changes:
For the purpose of activation/selection/switching of models/functionalities, study necessity, feasibility and potential specification impact for methods to validate estimate the applicability and expected performance of an inactive model/functionality, including the following examples:
· Validation Estimation based on the additional conditions associated with the model/functionality
· Validation Estimation based on input data distribution
· Validation Evaluation through monitoring by using the inactive model/functionality for monitoring purpose and measuring the inference accuracy/system performance
· FFS: how to mitigate resulting system performance impact if any
· FFS: For model evaluation prior to first active use, requirements for the evaluation to be reliable (e.g., sufficient data coverage during evaluation period)
· Validation Estimation based on past knowledge of the performance of the same model/functionality (e.g., based on other UEs)
· FFS: Requirements for the estimation to be reliable (e.g., sufficient data coverage during data collection of past performance data)
· FFS: Requirements for the validation to be reliable (e.g., sufficient data coverage during evaluation)





[FL4] Proposal 7-26b:
(FL note: Based on comments and the working assumption that validation is a part of training, the term has now been removed.)

For the purpose of activation/selection/switching of UE-side models/UE-part of two-sided models /functionalities (if applicable), study necessity, feasibility and potential specification impact for methods to validate assess the applicability and expected performance of an inactive model/functionality, including the following examples:
· Validation Assessment based on the additional conditions associated with the model/functionality
· Validation Assessment based on input data distribution
· Validation Assessment through monitoring by using the inactive model/functionality for monitoring purpose and measuring the inference accuracy/system performance
· FFS: how to mitigate resulting system performance impact if any
· Validation Assessment based on past knowledge of the performance of the same model/functionality (e.g., based on other UEs)
FFS: Requirements for the assessment validation to be reliable (e.g., sufficient data coverage during evaluation)
FFS: Additional aspects specific to the case where the inactive model has never been activated before, if any.

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	
	

	
	




2.2.3.11 Model update
Company proposals
NEC
Proposal 15: Study the methods to update AI/ML model with minimum interruptions of AI/ML model inference.

Proposal 16: In addition to Functionality (or Feature) and logical model ID, study whether additional information needs to be provided to UE on which model is to be updated.
CAICT
Proposal 9: The process of model updating only applies for deactivated model. If an activated model needs to be updated, it should be deactivated first.


2.2.3.12 UE capability
Company proposals
FUTUREWEI:
Proposal 10: When studying UE AI/ML related capabilities, separate physical capabilities from functional capabilities.
Proposal 11: For UE physical capabilities, consider categorizing them that reflects their ability in handling various AI/ML complexities, including pre- and post-processing. 
Vivo:
[bookmark: _Hlk135120499][bookmark: _Hlk135120527]Proposal 20: Study ways for UE to report its capability for data collection regarding expected pre-processing, data storage, feature extraction and report for data collection.
Proposal 21: Study ways for UE to report its capability for latencies with respect to the model inference.
Proposal 22: Study UE capability on supported quantization levels.
CATT:
Proposal 21: For support of AI/ML-based approach at UE, the following capabilities can be considered as optional:
· Capability of online training,
· Capability of implementing transferred AI/ML model (at least for Case z5).
Google:
Proposal 7: For AI/ML based operation, the following UE types should be considered:
· Type 1 UE (low performance UE): AI/ML based operation is based on general processing unit (GPU)
· Type 2 UE (high performance UE): AI/ML based operation can be based on neural processing unit (NPU)

ETRI:
Proposal 8: For the LCM of AI/ML model in NR air interface, study UE capability for AI/ML model inference performance report:
· Capability A: Not capable to provide AI/ML model inference performance
· Capability B: Capable to provide AI/ML model inference performance with GT
· Capability C: Capable to provide AI/ML model inference performance estimate without GT
CMCC:
Proposal 16: For AI-related UE capability, how to define and report the capability of training, power, computation, storage should be studied.

NEC:
Proposal 19: Introduce AI/ML processing units (APUs) to reflect UE capability of AI/ML operations.
Proposal 20: Support UE capability reporting on the supported number of AI/ML models for parallel model monitoring and on the supported methods for model monitoring.



2.2.3.13 Interoperability and testability aspects
Previous agreements
	Agreement (RAN1 #110bis-e)
Study various approaches for achieving good performance across different scenarios/configurations/sites, including
· Model generalization, i.e., using one model that is generalizable to different scenarios/configurations/sites
· Model switching, i.e., switching among a group of models where each model is for a particular scenario/configuration/site
· [Models in a group of models may have varying model structures, share a common model structure, or partially share a common sub-structure. Models in a group of models may have different input/output format and/or different pre-/post-processing.]
· Model update, i.e., using one model whose parameters are flexibly updated as the scenario/configuration/site that the device experiences changes over time. Fine-tuning is one example.
FL recommendation 3-73d from RAN1 #110bis-e
Companies are encouraged to bring discussion on interoperability and testability aspects, including, but not limited to, the following:
· Discussion on testing model generalization performance
· Discussion on two-sided AI/ML model interoperability and testing
· Discussion on involvement of multiple parties including UE, NW, and TE vendors  how to support full NW-UE interoperability
· Discussion on how to handle multiple models (e.g., model switching, model selection)
· Discussion on how to handle model update (e.g., offline and online model update)
· Whether and how to test LCM
This discussion can also serve as an input for later RAN4 study.



Company proposals
Ericsson
Proposal 23: RAN1 should consider requirement setting and testing feasibility of proposed AI PHY solutions but any requirement- and testing-related decisions should be taken by RAN4.
FutureWei
Proposal 12: Study common assumptions, topics, and guidelines for the discussion of interoperability.
Note: this may be use case dependent.
Panasonic
Proposal 3:  For functional LCM, validation may be similar to non-AI/ML operation as all adaptation to the real deployment is rather UE side responsibility. For model-ID-based LCM, the validation using specific UE is required as a kind of test trial. This test trial can be skipped when the same AI/ML model is used for the same manufacture's same model in the same software version. This test trial is required even if the model is trained by the NW as the compilation, quantization and alignment to the UE internal processing related to AI/ML operating environment.
Vivo
Proposal 9:	Send LS to RAN4 on recommendations on reference model structure for each use case.
Huawei, HiSilicon
Proposal 26: The performance test at RAN4 can consider the following two options
· Option 1: Static scenario, where a fixed scenario is considered to construct the testing dataset.
· Option 2: Variable scenario, where more than one scenario is considered to construct the testing dataset to separately test the same AI/ML model.

Proposal 27: RAN1 may need to provide information on the typical scenarios for performance test in RAN4, e.g., by referring the set of scenarios for the generalization verification.

Proposal 28: RAN1 may need to provide training dataset related information to RAN4 for determining the performance requirements. The following two options can be considered:
· Option 1: Construct a common training dataset for each scenario.
· Option 2: The methodology of generating the training dataset, e.g., the EVM of simulation for each scenario, and the method to sample the data in simulation.

Proposal 29: To facilitate RAN4 to perform the test on training, RAN1 can provide information on the procedures of training types that have been identified.
CATT
Proposal 25: From RAN4 perspective, reference model and reference dataset can be considered.
· Reference model serves for requirement design, similar to reference receiver. It does not aim at forcing vendors to implement such reference model in their products.
· Reference dataset serves for test case design, to guarantee the reproducibility of the test.
Fujitsu
Proposal-7: Study the necessity and feasibility of a procedure to validate a UE-side/UE part model after assigned an identification but before used for the first time, including at least:
· NW-side assessment method.
· Reliable validation with the consideration of sufficient data coverage.
· Identification of untested/unvalidated models and tested/validated models.

Fraunhofer
Proposal 4: To ensure sufficient input data coverage during verification of a UE-side or two-sided ML model after identification but prior to its first active use, the UEs capable of performing this validation are given specific patterns of input data (and/or side information) as queries to look for. Once such patterns are detected, data collection for the model validation process is triggered.
Qualcomm
Proposal 28: Study feasibility of RAN4-like tests over-the-air on deployed UEs.
NTT Docomo
Proposal 8: The combination of performance monitoring and RAN4 test under the indicated conditions should be assumed to guarantee the performance.

[bookmark: _Hlk132835473]
2.3 Use cases
<empty>

2.4 Evaluations
2.4.1 Common evaluation methodology and KPIs
2.4.1.1 Dataset and model disclosure
Company proposals
CMCC
Proposal 17: A common data set for each use case could be encouraged to be constructed for evaluation and cross-checking of performance.
Nvidia
Proposal 3: Companies are encouraged to contribute real data to the 3GPP Rel-18 AI/ML study for NR air interface to help start to build up sets of real data in 3GPP.
Samsung
Proposal #12: For evaluation purpose, companies should report their results with, at least, a higher level description of their AI/ML model. higher level description includes 
-	Types of neural network for AI/ML model, e.g., CNN, LSTM, transformer, etc.
-	Number of layers

2.4.1.2 Model generalization
Company proposals
CMCC
Proposal 18: The average performance under multiple configurations / scenarios should be evaluated to evaluate the generalization capability of AI/ML model.
Proposal 19: The performance loss of intermediate or eventual performance KPIs using configurations / scenarios-common models over configurations / scenarios-specific models can also be adopted as the metric for evaluating the generalization performance.
Nvidia
Proposal 5: From a common framework’s perspective, introduce “in-distribution generalization” and “out-of-distribution generalization” in the terminology list and leave the details of generalization types to the discussion of each use case.
Proposal 6: In-distribution generalization: training and test data have the same distribution.
Proposal 7: Out-of-distribution generalization: training and test data do not have the same distribution.
Samsung
Proposal #13: The following cases for verifying the generalization performance of an AI/ML model over various scenarios/configurations:
· Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A
· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B
· Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.
2.4.1.3 Common KPIs
Previous agreements
	Agreement from RAN1 #110
The following is an initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
· Performance
· Intermediate KPIs
· Link and system level performance 
· Generalization performance
· Over-the-air Overhead
· Overhead of assistance information
· Overhead of data collection
· Overhead of model delivery/transfer
· Overhead of other AI/ML-related signaling
· Inference complexity
· Computational complexity of model inference: FLOPs
· Computational complexity for pre- and post-processing
· Model complexity: e.g., the number of parameters and/or size (e.g. Mbyte)
· Training complexity
· LCM related complexity and storage overhead
· FFS: specific aspects
· FFS: Latency, e.g., Inference latency
Note: Other aspects may be added in the future, e.g. training related KPIs
Note: Use-case specific KPIs may be additionally considered for the given use-case. 

Agreement from RAN1 #110-bis-e
The following are additionally considered for the initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
· Clarification on inference complexity
· Note: Inference complexity includes complexity for pre- and post-processing.
· LCM related complexity and storage overhead
· Storage/computation for training data collection.
· Storage/computation for training and model update
· Storage/computation for model monitoring.
· Storage/computation for other LCM procedures, e.g., model activation, deactivation, selection, switching, fallback operation.
· FFS: Power consumption, latency (e.g., Inference latency)

Conclusion from RAN#1 110-bis-e
This RAN1 study considers ML TOP/FLOP/MACs as KPIs for computational complexity for inference. However, there may be a disconnection between actual complexity and the complexity evaluated using these KPIs due to the platform- dependency and implementation (hardware and software) optimization solutions, which are out of the scope of 3GPP.

Agreement from RAN1 #112
For 3GPP AI/ML for PHY SI discussion, when companies report model complexity, the complexity shall be reported in terms of “number of real-value model parameters” and “number of real-value operations” regardless of underlying model arithmetic.




Company proposals
Ericsson
Proposal 21: For 3GPP AI/ML for PHY SI discussion, companies shall report nominal computational complexity values based on HLO representations before optimization (i.e., not accelerator-optimized computational complexity values). Otherwise, the reported computation complexity value cannot be included for a fair cross-company comparison.
Proposal 22: To further 3GPP discussion and preparation of observations/conclusions for the technical report, three model size classes are defined per use case, as follows:
· Small models (e.g., < 1 M model parameters for positioning use cases)
· Medium-size models (e.g., 1 – 8 M model parameters for positioning use cases)
· Large models (e.g., > 8 M model parameters for positioning use cases)
Huawei, HiSilicon
Proposal 31:  Adopt power consumption in common KPI for evaluating the performance benefit of AI/ML. Companies are encouraged to report power consumption for the AI/ML model as part of the evaluation.
CATT
Proposal 6: At least for offline training, companies can voluntarily share their training strategies, but no need to set up training complexity KPIs for comparison.
Proposal 7: It is more proper to discuss inference latency under UE/network capability, rather than common KPI for AI/ML model.
Proposal 8: Power consumption is not considered as a common KPI for AI/ML-based approach.
· It is up to companies’ interest to report their results of power consumption.
CMCC
Proposal 20: The model size can be adopted as one representative KPI to evaluate the overhead of model delivery/transfer.
Proposal 21: The inference latency can be adopted as one common KPI when evaluating the performance of AI/ML model.
Nvidia
Proposal 4: AI/ML model complexity and computational complexity should not be regarded as a roadblock to the adoption of AI/ML based algorithms for NR air interface.
Lenovo
Proposal 16: Consider latency as one of the KPIs/Metrics for the common aspects of an evaluation methodology:
· Latency
· Latency for data collection for model training and update.
· Latency for LCM procedures, e.g., model monitoring, update, training data transfer, model activation, deactivation, switching, and fallback operation
Proposal 17: Evaluations of an AI/ML scheme should include analysis of the latency/delays introduced by the AI/ML procedures (e.g., model training, update) and comparisons with the latency requirement of the system and latency for baseline Rel-17 schemes.
NTT Docomo
Proposal 17: Companies can voluntarily provide their models estimating power consumption model based on FLOPs with their expected implementations.  
TCL Communication
Proposal 11: To reduce the signaling overhead between the UE and the gNB, a rule is needed to roughly classify the model complexity.


2.5 Potential Specification Impact Assessment
<empty>

2.5.1 General observations
<empty>

2.5.2 PHY layer aspects
<empty>

2.5.3 Protocol aspects
<empty>

2.5.4 Interoperability and testability aspects
<empty>


2.6 [bookmark: _Ref128133289]SI structure
Company proposals
vivo:
Observation: RAN2 has agreed to deprioritize aspects of on-line/real-time training for the whole SI.


2.6.1 RAN1 sub-agendas


2.6.2 Coordination with RAN2 and SA
Company proposals
vivo:
Support to reuse the mechanism defined in SA2 (interoperability token) for aligning model description format for model transfer.
RAN1 concludes typical model size, frequency of model transfer/update and latency requirement and send LS to RAN2 to facilitate the discussion of solutions for the model transfer.
Send LS to SA2 and SA4 to study the potential specification impact of at least model transfer/deliver, model training, data collection and model identification.


Issue 7-33: SA2/SA4/SA5 impact
[FL1][FL2][FL3] Conclusions 7-33a:
The following potential impacts to SA2, SA4, and SA5 have been identified during the Rel-18 AI/ML air interface study.

· AI/ML model format for model transfer in open-format models
· Model storage and training at Network of UE-side/part models
· Two-sided model training involving dataset exchange and/or model training API between the Network and the UE-side server.
· Offline model identification (Model identification Type A)
· Certain data collection mechanisms (e.g. EVEX)

	Company
	Comments

	vivo
	Support and we should send LS to SA for them to study further and provide feedback to RAN.

	ZTE
	Fine with the direction. Two comments from our side:
1) All the model identification types may have SA impacts. 
2) The signaling framework for data collection is under discussion in RAN2. We don’t need to include the last bullet.

	Huawei, HiSilicon
	Given the limited time of SI, we can focus on the discussions within RAN.

	NTT DOCOMO
	We do not find the benefit to standardize the model storage at NW. Could proponents explain the benefit for that?

	Google
	Agree with HW

	Mod
	Please provide more inputs

	CATT
	Not sure the motivation. Is it planned to send LS to SA?
[Mod] If many companies support LS, then yes. Otherwise, we could conclude this for other WGs to be aware. 




2.6.3 Coordination with RAN4
Company proposals
vivo:
Send LS to RAN4 on recommendations on reference model structure for each use case. 


2.7 Others
<empty>

3. GTW session (Monday)

[FL1] Proposal 7-4a:
Consider at least the following aspects and if applicable, the corresponding potential specification impact related to data collection:
· Measurement configuration and reporting
· Contents, type and format of data including:
· Data related to model input
· Data related to ground truth 
· Quality of the data
· Other information
· Signaling of assistance information for categorizing the data
· Note: The study should consider the feasibility of disclosure of proprietary information
· Signaling for data collection procedure
· Note 1: Use-case specific details can be studied in respective agenda items
· Note 2: Signaling mechanism details can be studied by appropriate working groups.

[GTW1] Proposal 7-15b:
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs including SA
· Type B: Model is identified via over-the-air signaling 
· Type B1: UE-initiated model identification of a model known model at UE 
· Model identification initiated by the UE, and NW assists the remaining steps of the model identification
· FFS: details of steps
· Type B2: NW-initiated model identification of a model known model at NW 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps of the model identification
· Note: Type B2 may be used in conjunction with model transfer from NW to UE.
· FFS: details of steps
· Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.

[GTW1] Proposal 7-11b:
Categorize additional conditions as follows:
Category 1: Additional conditions provided by the NW, e.g., scenario/dataset ID, pairing information for two-sided model operation, site/cell ID.
Category 2: UE’s internal conditions unknown at the NW such as memory, battery, other hardware limitations, temporary unavailability of a model due to the need of model download

[GTW1] Proposal 7-25b:
For UE sided models and two-sided models, for models that are not transparent to the network, UE-autonomous mechanisms should not be considered for selection, activation, deactivation, switching, and fallback and the final decision should be made by the network:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network or predefined by spec, UE’s decision is reported to network


4. GTW session (Tuesday)
[FL3] Proposal 7-9c:
For functionality/model identification and LCM,
1. In functionality-based LCM, Functionality ID may be introduced to facilitate the signaling exchanging between NW and UE.
1. A model ID used for model identification and LCM purposes may be local or global.
1. Study shall should strive for a unified framework for functionality based LCM and model-ID based LCM as much as possible. Once functianlities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.
52. Example: A local ID may be introduced to facilitate the signaling exchanging between NW and UE. The local ID may either be associated with a functionality or a model.
1. One model identified by a model ID may support one or more than one Functionalities.
1. In model-ID-based LCM, UE indicates supported AI/ML models for a given AI/ML-enabled Feature/FG in a UE capability report or in a subsequent procedure.
54. FFS: Whether and how UE indicates supported AI/ML models in relation to identified/configured functionalities.
1. Functionality-based LCM is applicable for the case with functionality identification.
1. Both functionality-based LCM and model-based LCM are applicable for the case with model identification.
1. A possible frequent update of models or applicable conditions (if needed) may need signaling different fromdoes not imply frequent updates in UE capabilities within may require signaling enhancement on top of the existing capability framework.


[FL3] Proposal 7-11d:
Applicability of a functionality, if supported, may be affected by
Additional conditions (e.g., scenarios, sites, and datasets)
UE’s internal conditions such as memory, battery, and other hardware limitations, temporary unavailability of a model due to the need of model download

Applicability of a model, if supported, may be affected by 
UE’s internal conditions such as memory, battery, and other hardware limitations, temporary unavailability of a model due to the need of model download

Confirm the necessity of studying, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.

Confirm the necessity of studying, after model identification and after UE reports supported models to NW in a UE capability report or in a subsequent procedure, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.

For dynamically reporting updates, further study the following mechanisms
1. Reports upon Network’s request
1. Proactive reports from UE


For functionality-based LCM, study, per sub-use-case, study how to address additional conditions (e.g., scenarios, sites, and datasets)
1. Study whether some of additional conditions may be incorporated into configuration(s), so that UE may indicate their conditions by UE capability.
1. Study whether assistance information regarding scenarios, sites, and datasets may be signaled from NW to aid UE-side transparent model operations (without model identification) at the Functionality level.


[FL3] Proposal 7-8c:
Further clarification on functionality terminology:
1. Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configurations are the conditions in forms of RRC/LPP IE(s) reported by UE capability.
1. A functionality refers to a specific configuration of the Feature/FG or a set of configurations of Feature/FG and may serve as a unit of activation/deactivation/switching in functionality-based LCM.

The term functionality(/ies) used for LCM discussion purposes at various part of functionality-based LCM can be referred to  
1. Identified functionalities: functionalities corresponding to conditions indicated by UE capability (i.e., all possible configurations that may be supported based on conditions indicated by UE capability)
1. Configured functionalities: functionalities that are configured by the NW among identified functionalities
1. Applicable functionalities: functionalities that are currently applicable at the UE among identified functionalities
1. Activated functionality: the functionality that is currently activated from the set of applicable functionalities
1. FFS: Whether applicable functinoaltiy is a subset of configured functionalities, or vice versa.
Note: The above functionality definitions are for discussion purposes. Whether each of them should be a separate concept from the others is a separate discussion. 

Below are examples of potential relationships:
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[FL3] Proposal 7-14c:
For UE-side models and UE-part of two-sided models, it is observed that
1. Scenarios where functionality based LCM can be useful
53. For UE-side models when there is no model transfer from NW, i.e., Collaboration Level y and there is no need to associate additional conditions with AI/ML enabled feature in a specified way
53. Some companies also think that functionality based LCM could be used for two-sided models and in Collaboration Level z.
1. Scenarios where model ID based LCM can be useful
54. For two-sided models 
54. When there is model transfer from NW, i.e., Collaboration Level z
54. For addressing additional conditions (e.g., scenarios, datasets, configurations)
54. Some companies also think that model ID based LCM may be useful for addressing custom additional conditions (e.g., scenarios, datasets, configurations) outside specification, via vendor collaboration.
From the general framework point of view, support both functionality-based LCM and model-ID-based LCM. 
Each sub-use-case can further study whether to allow only one of the two LCM flavors for the sub-use-case.
Study shall should strive for a unified framework for functionality based LCM and model-ID based LCM when usefulas much as possible. Once functianlities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.




5. GTW session (Wednesday)
[FL4] Proposal 7-9e:
· In model-ID-based LCM Once models are identified offline, UE indicates supported AI/ML models IDs for a given AI/ML-enabled Feature/FG in a UE capability report or in a subsequent procedure.
· FFS: Whether and how UE indicates supported AI/ML models in relation to identified/configured functionalities.
· FFS: Using a procedure other than UE capability report
· A possible frequent update of applicable functionalities/models or applicable conditions (if needed) may need signaling different from may require signaling enhancement on top of the existing capability framework.


[FL4] Proposal 7-11e:
FL comments: I simplified the proposals based on company comments.

Applicability of a functionality, if supported, may be affected by
Additional conditions (e.g., scenarios, sites, and datasets)
UE’s internal conditions such as memory, battery, and other hardware limitations, temporary unavailability of a model due to the need of model download

Applicability of a model, if supported, may be affected by 
UE’s internal conditions such as memory, battery, and other hardware limitations, temporary unavailability of a model due to the need of model download

Confirm the necessity of studying, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.

Confirm the necessity of studying, after model identification and after UE reports supported models to NW in a UE capability report or in a subsequent procedure, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.

Study how to handle the impact of UE’s internal conditions such as memory, battery, and other hardware limitations on functionality/model operations and AI/ML-enabled Feature.

For dynamically reporting updates, further study the following mechanisms
Reports upon Network’s request
Proactive reports from UE

For functionality-based LCM, study, per sub-use-case, study how to address additional conditions (e.g., scenarios, sites, and datasets)
Study whether some of additional conditions may be incorporated into configuration(s), so that UE may indicate their conditions by UE capability.
Study whether assistance information regarding scenarios, sites, and datasets may be signaled from NW to aid UE-side transparent model operations (without model identification) at the Functionality level.


[FL4] Proposal 7-8d:
Further clarification on functionality terminology:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configurations are the conditions in forms of RRC/LPP IE(s) reported by UE capability.
· A functionality refers to a specific configuration of the Feature/FG or a set of configurations of Feature/FG and may serve as a unit of activation/deactivation/switching in functionality-based LCM.

The term functionality(/ies) used for LCM discussion purposes at various part of functionality-based LCM can be referred to  
· Identified functionalities: functionalities corresponding to conditions indicated by UE capability (i.e., all possible configurations that may be supported based on conditions indicated by UE capability)
· Configured functionalities: functionalities that are configured by the NW among identified functionalities
· Applicable functionalities: functionalities that are currently applicable at the UE among identified functionalities
· Activated functionality: the functionality that is currently activated from the set of applicable functionalities
· FFS: Whether applicable functinoaltiy is a subset of configured functionalities, or vice versa.
Note: The above functionality definitions are for discussion purposes. Whether each of them should be a separate concept from the others is a separate discussion. 

Below are examples of potential relationships:
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[FL4] Proposal 7-14d:
For UE-side models and UE-part of two-sided models, it is observed that
· Scenarios where functionality-based LCM can be useful
· For UE-side models when there is no model transfer from NW, i.e., Collaboration Level y and there is no need to associate additional conditions with AI/ML enabled feature in a specified way
· Some companies also think that functionality-based LCM could be used for two-sided models and in Collaboration Level z.
· Scenarios where model ID based LCM can be useful
· For two-sided models 
· When there is model transfer from NW, i.e., Collaboration Level z
· For addressing additional conditions (e.g., scenarios, datasets, configurations)
· Some companies also think that model ID based LCM may be useful for addressing custom additional conditions (e.g., scenarios, datasets, configurations) outside specification, via vendor collaboration.
· FFS: For addressing additional conditions (e.g., scenarios, datasets, configurations), whether functionality-based LCM can be used for UE-side model when there is no model transfer from NW
From the general framework point of view, support both functionality-based LCM and model-ID-based LCM. 
Each sub-use-case can further study whether to allow only one of the two LCM flavors for the sub-use-case.
Study shall should strive for a unified framework for functionality-based LCM and model-ID based LCM when usefulas much as possible. Once functianlities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.

[FL4] Proposal 7-26b:
(FL note: Based on comments and the working assumption that validation is a part of training, the term has now been removed.)

For the purpose of activation/selection/switching of UE-side models/UE-part of two-sided models /functionalities (if applicable), study necessity, feasibility and potential specification impact for methods to validate assess the applicability and expected performance of an inactive model/functionality, including the following examples:
· Validation Assessment based on the additional conditions associated with the model/functionality
· Validation Assessment based on input data distribution
· Validation Assessment through monitoring by using the inactive model/functionality for monitoring purpose and measuring the inference accuracy/system performance
· FFS: how to mitigate resulting system performance impact if any
· Validation Assessment based on past knowledge of the performance of the same model/functionality (e.g., based on other UEs)
FFS: Requirements for the assessment validation to be reliable (e.g., sufficient data coverage during evaluation)
FFS: Additional aspects specific to the case where the inactive model has never been activated before, if any.


6. FL notes for the next meeting 
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8. Working list of terminologies
Working Assumption 
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion. 
The description of the terminologies may be further refined as the study progresses.
New terminologies may be added as the study progresses.
It is FFS which subset of terminologies to capture into the TR.
 

 
Working Assumption
[bookmark: _Ref115696702]Table 3: Working list of terminologies
	Terminology
	Description

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 

	AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.

	AI/ML model Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	AI/ML model training
	A process to train an AI/ML Model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface in a manner that is not transparent to 3GPP signaling, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple interactions of the model, but no exchange of local data samples.

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality may be shared during functionality identification.
FFS: granularity of functionality

	Model activation
	enable an AI/ML model for a specific function

	Model deactivation
	disable an AI/ML model for a specific function

	Model download
	Model transfer from the network to UE

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Model parameter update
	Process of updating the model parameters of a model

	Model selection
	The process of selecting an AI/ML model for activation among multiple models for the same AI/ML enabled feature.
Note: Model selection may or may not be carried out simultaneously with model activation

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function

	Model update
	Process of updating the model parameters and/or model structure of a model

	Model upload
	Model transfer from UE to the network

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	Offline field data
	The data collected from field and used for offline training of the AI/ML model

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Online field data
	The data collected from field and used for online training of the AI/ML model

	Online training
	An AI/ML training process where the model being used for inference) is (typically continuously) trained in (near) real-time with the arrival of new training samples. 
Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data

	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Unsupervised learning
	A process of training a model without labelled data.

	Proprietary-format models
	ML models of vendor-/device-specific proprietary format, from 3GPP perspective
NOTE: An example is a device-specific binary executable format

	Open-format models
	ML models of specified format that are mutually recognizable across vendors and allow interoperability, from 3GPP perspecive



9. [bookmark: _Hlk128574930]Agreement from RAN#1 109-e
Agreement
· Use 3gpp channel models (TR 38.901) as the baseline for evaluations.
· Note: Companies may submit additional results based on other dataset than generated by 3GPP channel models
 
Working Assumption
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion. 
The description of the terminologies may be further refined as the study progresses.
New terminologies may be added as the study progresses.
It is FFS which subset of terminologies to capture into the TR.

	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 

	AI/ML model training
	A process to train an AI/ML Model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML model Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	[bookmark: _Hlk128574772]AI/ML model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	Model download
	Model transfer from the network to UE

	Model upload
	Model transfer from UE to the network

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple interactions of the model, but no exchange of local data samples.

	Offline field data
	The data collected from field and used for offline training of the AI/ML model

	Online field data
	The data collected from field and used for online training of the AI/ML model

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Unsupervised learning
	A process of training a model without labelled data.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.

	Model activation
	enable an AI/ML model for a specific function

	Model deactivation
	disable an AI/ML model for a specific function

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function



Conclusion
As indicated in SID, although specific AI/ML algorithms and models may be studied for evaluation purposes, AI/ML algorithms and models are implementation specific and are not expected to be specified.

Observation
Where AI/ML functionality resides depends on specific use cases and sub-use cases.

Conclusion
· RAN1 discussion should focus on network-UE interaction.
· AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion.

 
[bookmark: _Hlk128574804]Agreement
[bookmark: _Hlk128574796]Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1.	Level x: No collaboration
2.	Level y: Signaling-based collaboration without model transfer
3.	Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 


10. [bookmark: _Hlk128574900]Agreement from RAN#1 110

Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses. 

Agreement
The following is an initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
· Performance
· Intermediate KPIs
· Link and system level performance 
· Generalization performance
· Over-the-air Overhead
· Overhead of assistance information
· Overhead of data collection
· Overhead of model delivery/transfer
· Overhead of other AI/ML-related signaling
· Inference complexity
· Computational complexity of model inference: FLOPs
· Computational complexity for pre- and post-processing
· Model complexity: e.g., the number of parameters and/or size (e.g. Mbyte)
· Training complexity
· LCM related complexity and storage overhead
· FFS: specific aspects
· FFS: Latency, e.g., Inference latency
Note: Other aspects may be added in the future, e.g. training related KPIs
Note: Use-case specific KPIs may be additionally considered for the given use-case. 

Working Assumption
	Terminology
	Description

	Online training
	An AI/ML training process where the model being used for inference) is (typically continuously) trained in (near) real-time with the arrival of new training samples. 
Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.



Note: It is encouraged for the 3gpp discussion to proceed without waiting for online/offline training terminologies.

Working Assumption
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion.
	Terminology
	Description

	[bookmark: _Hlk128574821]AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.



[bookmark: _Hlk128574832]Note: Companies are encouraged to bring discussions on various options and their views on how to define Level y/z boundary in the next RAN1 meeting.


11. [bookmark: _Hlk128574890]Agreement from RAN#1 110-bis-e
	Summary#1 of General Aspects of AI/ML Framework	Moderator (Qualcomm Incorporated)	(rev of R1-2210375)
From Oct 11th GTW session
Working Assumption
· [bookmark: _Hlk128575058]Define Level y-z boundary based on whether model delivery is transparent to 3gpp signalling over the air interface or not.
· Note: Other procedures than model transfer/delivery are decoupled with collaboration level y-z.
· Clarifying note: Level y includes cases without model delivery.

R1-2210472	Summary#2 of General Aspects of AI/ML Framework	Moderator (Qualcomm Incorporated)
From Oct 13th GTW session
Agreement
[bookmark: _Hlk128574864]Clarify Level x/y boundary as:
· Level x is implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement (e.g., LCM related signalling, RS) collaboration between network and UE.
(Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration. The AI/ML approaches can be used as baseline for performance evaluation for future releases.)
Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations when network needs to be aware of UE AI/ML models
· FFS: Detailed discussion of model ID with associated information and/or model functionality.
· FFS: usage of model ID with associated information and/or model functionality based LCM procedure
· FFS: whether support of model ID
· FFS: the detailed applicable AI/ML operations
Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms


[bookmark: _Hlk132229306]R1-2210661	Summary#3 of General Aspects of AI/ML Framework	Moderator (Qualcomm)
From Oct 18th GTW session
Conclusion
Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
Study potential specification impact needed to enable the development of a set of specific models, e.g., scenario-/configuration-specific and site-specific models, as compared to unified models.
Note: User data privacy needs to be preserved. The provision of assistance information may need to consider feasibility of disclosing proprietary information to the other side.

Agreement
Study the specification impact to support multiple AI models for the same functionality, at least including the following aspects:
· Procedure and assistance signaling for the AI model switching and/or selection
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
Study AI/ML model monitoring for at least the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training).
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
Study at least the following metrics/methods for AI/ML model monitoring in lifecycle management per use case:
· Monitoring based on inference accuracy, including metrics related to intermediate KPIs
· Monitoring based on system performance, including metrics related to system peformance KPIs
· Other monitoring solutions, at least following 2 options.
· Monitoring based on data distribution
· Input-based: e.g., Monitoring the validity of the AI/ML input, e.g., out-of-distribution detection, drift detection of input data, or something simple like checking SNR, delay spread, etc.
· Output-based: e.g., drift detection of output data
· Monitoring based on applicable condition
Note: Model monitoring metric calculation may be done at NW or UE


From Oct 19th GTW session
Agreement
Study performance monitoring approaches, considering the following model monitoring KPIs as general guidance
· Accuracy and relevance (i.e., how well does the given monitoring metric/methods reflect the model and system performance)
· Overhead (e.g., signaling overhead associated with model monitoring)
· Complexity (e.g., computation and memory cost for model monitoring)
· Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)
· FFS: Power consumption
· Other KPIs are not precluded.
Note: Relevant KPIs may vary across different model monitoring approaches.
FFS: Discussion of KPIs for other LCM procedures

Agreement
Study various approaches for achieving good performance across different scenarios/configurations/sites, including
· Model generalization, i.e., using one model that is generalizable to different scenarios/configurations/sites
· Model switching, i.e., switching among a group of models where each model is for a particular scenario/configuration/site
· [Models in a group of models may have varying model structures, share a common model structure, or partially share a common sub-structure. Models in a group of models may have different input/output format and/or different pre-/post-processing.]
· Model update, i.e., using one model whose parameters are flexibly updated as the scenario/configuration/site that the device experiences changes over time. Fine-tuning is one example.
Agreement
The following are additionally considered for the initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
· Clarification on inference complexity
· [bookmark: _Hlk132228966]Note: Inference complexity includes complexity for pre- and post-processing.
· LCM related complexity and storage overhead
· Storage/computation for training data collection.
· Storage/computation for training and model update
· Storage/computation for model monitoring.
· Storage/computation for other LCM procedures, e.g., model activation, deactivation, selection, switching, fallback operation.
· FFS: Power consumption, latency (e.g., Inference latency)

Conclusion
This RAN1 study considers ML TOP/FLOP/MACs as KPIs for computational complexity for inference. However, there may be a disconnection between actual complexity and the complexity evaluated using these KPIs due to the platform- dependency and implementation (hardware and software) optimization solutions, which are out of the scope of 3GPP.


12. Agreement from RAN#1 111
Agreement
For UE-part/UE-side models, study the following mechanisms for LCM procedures:
· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality
· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.
· FFS: Whether or how to indicate Funtionality
· For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/fallback based on individual model IDs


Working Assumption
Consider “proprietary model” and “open-format model” as two separate model format categories for RAN1 discussion, 

	Proprietary-format models
	ML models of vendor-/device-specific proprietary format, from 3GPP perspective
NOTE: An example is a device-specific binary executable format

	Open-format models
	ML models of specified format that are mutually recognizable across vendors and allow interoperability, from 3GPP perspecive


From RAN1 discussion viewpoint, RAN1 may assume that:
· Proprietary-format models are not mutually recognizable across vendors, hide model design information from other vendors when shared.
· Open-format models are mutually recognizable between vendors, do not hide model design information from other vendors when shared


Working Assumption 
	Terminology
	Description

	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.



	Terminology
	Description

	Functionality identification
	A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE
Note: Information regarding the AI/ML functionality may be shared during functionality identification.
FFS: granularity of functionality


Note: whether and how to indicate Functionality will be discussed separately. 

Working Assumption
	Terminology
	Description

	Model update
	Process of updating the model parameters and/or model structure of a model

	Model parameter update
	Process of updating the model parameters of a model




13. Agreement from RAN#1 112
Agreement
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 

	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side



Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.
Note: The Case definition is NOT intended to introduce sub-levels of Level z.
Note: Other cases may be included further upon interest from companies.
FFS: Z4 and Z5 boundary 


Agreement
For UE-side models and UE-part of two-sided models:
· For AI/ML functionality identification
· Reuse legacy 3GPP framework of Features as a starting point for discussion.
· UE indicates supported functionalities/functionality for a given sub-use-case.
· UE capability reporting is taken as starting point.
· For AI/ML model identification 
· Models are identified by model ID at the Network. UE indicates supported AI/ML models.
· In functionality-based LCM
· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 
· Models may not be identified at the Network, and UE may perform model-level LCM.
· Study whether and how much awareness/interaction NW should have about model-level LCM
· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 
FFS: Relationship between functionality identification and model identification
FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model 


Agreement
· AI/ML-enabled Feature refers to a Feature where AI/ML may be used. 
Agreement
· For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature.

Agreement
For 3GPP AI/ML for PHY SI discussion, when companies report model complexity, the complexity shall be reported in terms of “number of real-value model parameters” and “number of real-value operations” regardless of underlying model arithmetic.


14. Agreement from RAN#1 112-bis-e
Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.

Conclusion
From RAN1 perspective, it is clarified that an AI/ML model identified by a model ID may be logical, and how it maps to physical AI/ML model(s) may be up to implementation.
· When distinction is necessary for discussion purposes, companies may use the term a logical AI/ML model to refer to a model that is identified and assigned a model ID, and physical AI/ML model(s) to refer to an actual implementation of such a model.

Agreement
· Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.
· Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.

Working Assumption
The definition of ‘AI/ML model transfer’ is revised (marked in red) as follows:
	AI/ML model transfer
	Delivery of an AI/ML model over the air interface in a manner that is not transparent to 3GPP signaling, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.


 
Working Assumption
	Model selection
	The process of selecting an AI/ML model for activation among multiple models for the same AI/ML enabled feature.
Note: Model selection may or may not be carried out simultaneously with model activation




15. Agreement from RAN#1 113

Agreement
Consider at least the following aspects and if applicable, the corresponding potential specification impact related to data collection:
· Measurement configuration and reporting
· Contents, type and format of data including:
· Data related to model input
· Data related to ground truth 
· Quality of the data
· Other information
· Signaling of assistance information for categorizing the data
· Note: The study should consider the feasibility of disclosure of proprietary information
· Signaling for data collection procedure
· Note 1: Use-case specific details can be studied in respective agenda items
· Note 2: Signaling mechanism details can be studied by appropriate working groups.


Agreement
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.


Agreement
For functionality/model-ID based LCM,
· Once functionalities/models are identified, the same or similar procedures may be used for their activation, deactivation, switching, fallback, and monitoring.
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