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1	Introduction
In RAN1#112bis-e [2], significant progress was made to resolve outstanding issues of the three CSI features. The remaining aspects to be discussed are summarised in the following table:
Table 1. Priority issues to be addressed in RAN1#113.
	
	Issue
	Topic

	1.1
	Type-II CJT 
	Finalize Parameter Combination: linkage for Rel-17-based 

	1.2
	
	Further details on CSI measurement and calculation: EPRE assumption, further restriction on CMR, further restriction on dynamic TRP selection

	1.3
	
	Finalize CPU and Z/Z’ issues

	1.4
	
	Conclude on WA Alt3 for amplitude quantization

	2.1
	Type-II Doppler
	Finalize Parameter Combination: candidates and linkage for Rel-17-based    

	2.2
	
	Further details on CSI measurement and calculation: EPRE assumption, further restriction on CMR

	2.3
	
	Finalize CPU and Z/Z’ issues

	3.1
	TDCP
	Finalize restrictions on TRS configuration

	3.2
	
	Finalize amplitude quantization

	3.3
	
	Finalize phase quantization

	3.4
	
	Finalize FFS on Dbasic, D, and Y



In this paper we discuss the open issues that were identified for each of the three features, elaborate on our proposals and present some simulation results based on the agreed EVM assumptions.

[bookmark: _Ref54348033]2	Type-II CJT 

2.1	Issue 1.1
[bookmark: _Hlk134819025]In RAN1#112bis-e, the tables of supported  combinations and  combinations were agreed for Rel-17-based Type-II-CJT, for , as follows:
Table 2.  combinations for Rel-17-based Type-II-CJT, for 
	NTRP
	 combination

	2
	{1/2,1/2}

	
	{1/2,1}, {1,1/2}

	
	{3/4,3/4}

	
	{1,1}

	3
	{1/2, 1/2, 1/2}

	
	{1/2, 1/2, 3/4}, and its permutations

	
	{1/2, 1/2, 1}, and its permutations

	
	{1, 1, 1}

	

4


	{1/2, 1/2, 1/2, 1/2}

	
	{1/2, 1/2, 1/2, 1} and its permutations

	
	{1/2, 1/2, 1, 1}

	
	{1, 1, 1, 1}




Table 3.  combinations for Rel-17-based Type-II-CJT, for 
	M
	

	1
	½ 

	
	¾

	
	1

	2
	½ 

	
	¾ 



Following the same indications provided by Rel-16 based simulations of Type-II CJT, we suggest the following linkages, where the asymmetric combinations of , ,  and  are well represented in the linkages for both  and , which is important for robustness, as they tend to provide a good trade-off between performance and overhead.
Proposal 1. [bookmark: _Ref127557169][bookmark: _Ref135033785]Proposed linkages between  combinations and  combinations for , for Rel-17-based Type-II-CJT
	NTRP
	 combination
	M=1
	M=2

	
	
	b=1/2 
	b=3/4
	b=1
	b=1/2 
	b=3/4

	2
	{1/2,1/2}
	X
	
	
	X
	

	
	{1/2,1}, {1,1/2}
	X
	X
	
	X
	

	
	{3/4,3/4}
	
	X
	X
	
	

	
	{1,1}
	
	
	X
	
	X

	3
	{1/2, 1/2, 1/2}
	X
	
	
	X
	

	
	{1/2, 1/2, 3/4}, and its permutations
	X
	
	
	
	

	
	{1/2, 1/2, 1}, and its permutations
	
	X
	X
	X
	

	
	{1, 1, 1}
	
	
	X
	
	X

	4
	{1/2, 1/2, 1/2, 1/2}
	X
	
	
	X
	

	
	{1/2, 1/2, 1/2, 1} and its permutations
	X
	X
	
	X
	

	
	{1/2, 1/2, 1, 1} 
	
	X
	X
	
	

	
	{1, 1, 1, 1}
	
	
	X
	
	X




2.2	Issue 1.2
In RAN1#112bis-e several alternatives were identified for down-selection regarding the assumption a UE makes for the PDSCH energy-per-resource-element (EPRE) when calculating the CQI. 
Agreement
For the Rel-18 Type-II codebook refinement for CJT mTRP, regarding CSI calculation and measurement, 
· For the configured NTRP CSI-RS resources comprising the CMR, the restriction specified for Rel-17 NCJT CSI is fully reused, i.e. the configured NTRP CSI-RS resources are located either in the same slot or two consecutive slots
· On PDSCH EPRE assumption for CQI calculation, down-select between the two alternatives: 
· Alt1. The UE can assume that the PDSCH EPRE for a given CSI-RS port follows the configured powerControlOffset value associated with its respective CSI-RS resource
· Alt2. The UE can assume that the PDSCH EPRE for a given CSI-RS port follows a commonly configured powerControlOffset value for all the N selected CSI-RS resources
· Alt3. The UE can assume that the PDSCH EPRE for a given CSI-RS port follows a commonly configured powerControlOffset value defined as averagePDSCH-to-averageCSIRS EPRE ratio, where averagePDSCH and averageCSIRS are average power across for all the N selected CSI-RS resources 
· Alt4. The UE can assume that the PDSCH EPRE divided by N for a given CSI-RS port follows a commonly configured powerControlOffset value for all the N selected CSI-RS resources
· Alt 5: The UE can assume that the PDSCH EPRE for a given CSI-RS port follows the powerControlOffset value for one of the configured NTRP CSI-RS resources
· Note: In legacy specification, different CSI-RS resources can be configured with different powerControlOffset values 
· Decide, in RAN1#113, whether an ordering of CSI-RS port indices (e.g. according to the CSI-RS resource ID in TS38.331) for CSI calculation needs to be specified or not
Note: The total number of CSI-RS ports summed across N selected (out of the configured NTRP) CSI-RS resources will be used in CSI calculation
Regarding the definition of the power control (Pc) ratio, powerControlOffset, which determines the power offset of the PDSCH ports, i.e., layers, with respect to the CSI-RS ports, the common understanding established since Rel15 (see for reference the FL’s summary in R1-1905521) is that this Pc ratio is the ratio of EPRE of total PDSCH ports to the EPRE of all CSI-RS ports multiplexed on the same subcarrier.
For CQI calculation in Rel-17 NCJT, different per-TRP power control offsets can be configured without impacting the PMI calculation, by calculating the CQI under the assumption that only the layers transmitted from one TRP are counted in the Pc ratio of the CSI-RS resource corresponding to that TRP.
For CQI calculation in Rel-18 CJT, assuming different power control offsets for different TRPs in CQI calculation provides full flexibility for the NW to transmit PDSCH with different power levels from different TRPs. However, it would require a UE to calculate the PMI conditioned on the configured power control offsets to ensure orthogonality between MIMO layers. This is because the precoder for a MIMO layer in CJT is normalised in power across TRPs and not per-TRP like for NCJT. This requirement is new in specifications because in legacy CSI calculations only CQIs are calculated conditioned on the Pc ratios.
Alt 3 introduces a new power control offset definition averaged across TRPs that does not ensure correct PMI calculation because the Pc ratios may be different for different TRPs but are unknown to the UE.
Alt 4 also introduces a new definition of power control offset, divided by the number of selected TRPs, , with the problem that the network has only partial control of the actual PDSCH power in case of dynamic TRP selection.
Alt 5 reuses the legacy Pc ratio definition with similar restriction of a common Pc ratio assumed across TRPs as in Alt 2, but it may require an additional configuration parameter for the network to indicate which of the  resources should be used for the reference Pc ratio.
In conclusion, although our first preference is Alt 1, which allows full network flexibility to configure different power control offsets for different TRPs, we are fine with Alt 2 because it facilitates a UE’s implementation by allowing a PMI calculation without accounting for the configured Pc ratios.
Observation 1. [bookmark: _Ref135033666]Alt 1 allows more network flexibility to configure different power control offsets for different TRPs, but it requires a UE to calculate the PMI conditioned on the configured power control offsets to ensure orthogonality between MIMO layers. This is because the precoder for a MIMO layer in CJT is normalised in power across TRPs and not per-TRP like for NCJT.
Observation 2. [bookmark: _Ref135033714]Alt 2 allows a UE to assume that the power control offset for the  selected resources is the same.
Observation 3. [bookmark: _Ref135033729]Alt 3 introduces a new power control offset definition averaged across TRPs that does not ensure correct PMI calculation because the Pc ratios may be different for different TRPs but are unknown to the UE.
Observation 4. [bookmark: _Ref135033740]Alt 4 also introduces a new definition of power control offset, divided by the number of selected TRPs, , with the problem that the network has only partial control of the actual PDSCH power in case of dynamic TRP selection.
Observation 5. [bookmark: _Ref135033753]Alt 5 reuses the legacy Pc ratio definition with similar restriction of a common Pc ratio assumed across TRPs as in Alt 2, but it may require an additional configuration parameter for the network to indicate which of the  resources should be used for the reference Pc ratio.
Proposal 2. [bookmark: _Ref135036129]For Type-II-CJT, regarding the PDSCH EPRE assumption for CQI calculation, support either Alt 1 or Alt 2.

Regarding the ordering of ports, we do not think additional specification is needed as the port ordering in the PMI representation and CQI calculation assumption naturally follows the ordering of the selected CSI-RS resources in the corresponding resource set.
Observation 1. 
Observation 2. 
Observation 3. 
Observation 4. 
Observation 5. 
Observation 6. [bookmark: _Ref135033764]Regarding the ordering of ports, we do not think additional specification is needed as the port ordering in the PMI representation and CQI calculation assumption naturally follows the ordering of the selected CSI-RS resources in the corresponding resource set.

2.3	Issue 1.3
In RAN1#112bis-e, it was agreed to consider the impact of Type-II-CJT calculations on the CPU occupancy and latency requirements (Z/Z’ values)
 Agreement
On the Type-II codebook refinement for CJT mTRP, regarding the required number of CPUs and the values of Z/Z’, decide, in RAN1#113, at least based on the following factors: 
· The potential increase in the total number of CSI-RS ports due to the selection/configuration of N/ NTRP CSI-RS resources for Type-II CSI
· The support for dynamic TRP selection, wherein N CSI-RS resources are selected out of the configured NTRP CSI-RS resources 
· Note: The fall-back of gNB configuring N=NTRP via RRC signalling is supported
· The support for dynamic {Ln} selection, wherein 1 out of NL {Ln} combinations is selected 
· Note: The fall-back of gNB configuring NL=1 is supported
Regarding the CPU occupancy, it is important for both network and UEs to limit the complexity of the CPU calculation, which is complicated already by the many different CSI reporting and beam reporting configurations, interactions with DRX, etc. A sensible solution is to follow the same approach used in Rel17 for Type-I-NCJT by reusing the legacy CPU pools, one per-CC, one across-CCs, and introducing a UE capability indication of the number of CPUs, X, occupied for an NCJT hypothesis calculation.
Another important aspect of CPU occupancy calculation that should be maintained is that it should be possible to fully determine the number of CPUs occupied in a symbol by the CSI reporting configurations, i.e., the CPU count should not depend on dynamic indications such as UCI parameters reported by a UE.
For Type-II-CJT calculations, a UE capability indication can be introduced to indicate the number of X of CPUs occupied by a CJT CSI. If needed, a UE may indicate multiple values of X depending on RRC parameters such as , .
Proposal 3. [bookmark: _Ref135036168]Regarding the CPU occupancy rules for Type-II-CJT, support 
· reuse of the legacy CPU pools,
· CPU calculation fully determined by RRC configuration, i.e., avoiding dependencies on dynamic indications such as UCI parameters reported by a UE
· introduction of a UE capability indication for the number X of CPUs occupied by a CJT CSI. If needed, multiple values of X may be indicated depending on RRC parameters such as , 
Regarding the latency requirements, we think the legacy Z/Z’ values can be reused because the additional complexity required by a Type-II-CJT calculation can be absorbed by the additional CPUs occupied.
Proposal 4. [bookmark: _Ref135036202]Regarding the latency requirements for Type-II-CJT, support the reuse of legacy values of Z/Z’.

2.4	Issue 1.4
In RAN1#110bis-e, the following working assumption was agreed on the number of reference amplitudes for the quantisation of 
Agreement
On the Type-II codebook refinement for CJT mTRP, regarding W2 quantization group, for each layer:
· Support the following: (Alt1) One group comprises one polarization across all N CSI-RS resources (Cgroup,phase=1, Cgroup,amp=2)
· FFS: Amplitude quantization table enhancement
· For the amplitude group other than the group associated with the SCI, the reference amplitude is reported
· Working assumption: Alt3 is supported in addition to Alt1 (to be confirmed in RAN1#111)
· (Alt3). One group comprises one polarization for one CSI-RS resource with a common phase reference across N CSI-RS resources (Cgroup,phase=1, Cgroup,amp=2N)
· For each of the (2N–1) amplitude groups (other than the group associated with the SCI), the reference amplitude is reported
· If the support Alt3 in addition to Alt1 is confirmed, only one of the two schemes will be a basic feature for UEs supporting Rel-18 Type-II CJT codebook
The justification for supporting one reference amplitude per polarisation per TRP was to account for the possible RSRP difference between TRPs in some scenario. However, Type-II-CJT already allows for the UE flexibility of dynamically selecting and reporting a subset  of the configured TRPs and exclude TRPs with large RSRP gap from the best TRP.
Besides, the gNB also has the flexibility of selecting a subset  of TRPs to configure for reporting from a larger set of cooperating TRPs and exclude TRPs that are known from previously reported measurements to have poor RSRP for a UE. Therefore, supporting more than two amplitude references, one per polarisation across TRPs, seem unnecessary.
Proposal 5. [bookmark: _Ref135036220]Revert the working assumption on Alt 3 for the number of amplitude references in  quantisation.

3	Type-II Doppler
[bookmark: _Ref101288260][bookmark: _Ref111191937]3.1	Issue 2.1
In RAN1#112bis-e the following table of 9 parameter combinations was agreed for Rel-16-based Type-II-Doppler, where (*) indicates legacy Rel-16 combinations:
Table 4. Parameter combinations for Rel-16-based Type-II-Doppler
	
	
	

	
	
	
	

	2
	1/8
	1/16
	¼

	2 (*)
	¼ 
	1/8
	½ 

	4 (*)
	1/4
	1/8 
	1/4

	4
	1/4
	1/4
	1/4 

	4
	1/4
	1/4
	1/2 

	4 (*)
	1/4 
	1/4 
	3/4 

	4 (*)
	1/2
	1/4
	1/2

	6 (*)
	1/4
	--
	1/2 

	6 (*)
	1/4 
	-- 
	3/4 



For Rel-17-based Type-II-Doppler, for which only  is supported, the legacy parameter combinations can be fully reused.
Proposal 6. [bookmark: _Ref135036258]For Rel-17-based Type-II-Doppler, support the same parameter combinations as in Rel-17 Type-II.

3.2	Issue 2.2
In RAN1#112bis-e, on PDSCH EPRE assumption for CQI calculation, it was agreed that the same Pc ratio is assumed for all  resources in case of AP-CSI-RS measurements:
Agreement
For the Rel-18 Type-II codebook refinement for high/medium velocities, regarding CSI calculation and measurement, 
· The number of CSI-RS ports is the same for all the K configured CSI-RS resources comprising the CMR and the antenna ports for the same antenna port index across the K CSI-RS resources are the same.
· All the K configured CSI-RS resources comprising the CMR share the same BW and RE locations 
· For interference measurement, legacy specification is fully reused, including the configuration for NZP CSI-RS for interference measurement or CSI-IM in relation to the configured CMR, i.e. only one NZP CSI-RS resource for interference measurement or only one CSI-IM resource can be configured irrespective of the value of K
· On PDSCH EPRE assumption for CQI calculation, a same powerControlOffset value is assumed for all the K configured CSI-RS resources comprising the CMR 
· Alt 1: The configured powerControlOffset value is the same for all the K configured CSI-RS resources comprising the CMR
· Alt 2: The assumed PDSCH EPRE of all the K CSI-RS resources follows the configured powerControlOffset value of one fixed CSI-RS resource, e.g. the first one
Note: This may imply that existing section 5.2.2.5 of TS38.214 can apply to Rel-18 Type-II Doppler codebook in terms of Rel-18 CMR (burst of CSI-RS resources) and Rel-18 CSI reference resource
Two alternatives were listed in relation to the PDSCH EPRE assumption. However, these alternatives are equivalent and there seems to be no need for down-selection and/or to capture them in the specifications
Proposal 7. [bookmark: _Ref135036303]Regarding the PDSCH EPRE assumption for CQI calculation in Type-II-Doppler, clarify that the two alternatives listed in RAN1#112bis-e do not need to be captured in the specifications.

3.3	Issue 2.3  
In RAN1#112bis-e it was agreed to discuss the impact of Type-II-Doppler on CPU occupancy and latency requirements:
Agreement
For the Type-II codebook refinement for high/medium velocities, regarding the required number and/or occupation time of CPUs, the values of Z/Z’, and total number active/simultaneous CSI-RS resource/ports, decide, in RAN1#113, at least based on the following factors: 
· The measurement of K>1 CSI-RS resources for Type-II CSI required to perform UE-side prediction, CSI-RS occasion(s) before CSI triggering (FFS whether to support), CSI-RS occasion(s) after CSI triggering and DD compression (when the configured N4 value is >1) 
Regarding CPU calculation, similar considerations as elaborated for Type-II-CJT also apply for Type-II-Doppler. In case of Type-II-Doppler, because CSI measurements can be done on either  AP-CSI-RS resources or on a P-CSI-RS resource, different formulations can be adopted for the CPU count as a function of the parameters  and/or .
Proposal 8. [bookmark: _Ref135036323]Regarding the CPU occupancy rules for Type-II-Doppler, support 
· reuse of the legacy CPU pools,
· introduction of a UE capability indication for the number X of CPUs occupied by a Doppler CSI. If needed, multiple values of X may be indicated depending on codebook parameters
· CPU count, , as a function of  and  and/or  for AP- and P- CSI-RS measurements
Regarding the latency requirements, we think the legacy Z/Z’ values can be reused because the additional complexity required by a Type-II-Doppler calculation can be absorbed by the additional CPUs occupied. Besides, the Z/Z’ values are minimum latency requirements, but in case of Type-II-Doppler the NW will need to configure the PUSCH resource to allow the transmission of  AP-CSI-RS resources or at least 2 P-CSI-RS occasions.
Proposal 1. 
Proposal 2. 
Proposal 3. 
Proposal 4. 
Proposal 5. 
Proposal 6. 
Proposal 7. 
Proposal 8. 
Proposal 9. [bookmark: _Ref135036361]Regarding the latency requirements for Type-II-Doppler, support the reuse of legacy values of Z/Z’.


4	TDCP
4.1	Issue 3.1
In RAN1#112bis-e, we agreed some restrictions when  TRSs are configured in a CSI reporting setting for TDCP reporting, i.e.,
· All the TRS resources in the configured resource set(s) share the same RE locations
·  periodic TRSs share the same QCL source
· -1 periodic and 1 AP-TRS, the AP-TRS is QCLed with one of the periodic TRS

Agreement
For the Rel-18 TRS-based TDCP reporting, for TDCP measurement and calculation, confirm the following working assumption as an agreement with the following change
· KTRS ≥1 TRS resource set(s) can be configured in the CSI reporting setting when ReportQuantity is ‘tdcp’ 
· Note: the TRS resource set(s) configured for TDCP report do not impact or impose any new requirements on the UE behavior when processing TRS used as QCL type A/D source for reception of PDxCH.
· No further spec enhancement on TRS is supported 
· [All the TRS resources in the configured resource set(s) share the same RE locations]
· FFS: Whether to add further restrictions on the TRS resource set(s) on, e.g. QCL relationship, power control, [RE location], slot offset between TRS resource set(s), relation with resource set used for legacy usage  

Agreement
For the Rel-18 TRS-based TDCP reporting, for TDCP measurement and calculation, at least the following restrictions are supported:
· When all the configured KTRS resource sets are periodic, the UE can assume that all the resource sets share a same QCL-Type-A/C and, if applicable, Type-D source 
· If the joint use of P and AP-TRS resource sets is supported for TDCP measurement and calculation, when one of the KTRS configured resource sets is aperiodic, the UE can assume that the aperiodic resource set is configured with QCL-Type-A and, if applicable, Type-D source with the resources of the one of the (KTRS – 1) periodic TRS resource sets 
· Note: Following the legacy specification, no more than 1 of the KTRS resource sets is aperiodic 
· TBD (RAN1#113): whether the joint use of P and AP-TRS resource sets is supported for TDCP measurement and calculation or not 
· FFS: whether the UE shall assume the same antenna port for the CSI-RS resources in all the resource sets 

Regarding the joint use of P- and AP-TRS, it offers the advantage of configuring the basic feature with  without a second periodic TRS, hence significantly reducing the RS overhead required for TDCP reporting, which is aperiodic. Although measuring RS resources with two different time behaviour is not supported in legacy CSI reports, it should not be a problem for a UE supporting AP-TRS to be able to measure both the periodic and the aperiodic resource. For , the advantage of using one AP-TRS out of  TRSs is reduced for larger values of 
Proposal 9. 
Proposal 10. [bookmark: _Ref135036446]For TDCP reporting, support the joint use of one AP-TRS and one P-TRS for , as an optional feature for a UE supporting AP-TRS.

4.2	Issue 3.2
In RAN1#112bis-e, the amplitude quantisation for TDCP reporting was discussed and the following quantisation scheme was agreed:
Agreement
For the Rel-18 TRS-based TDCP reporting, regarding the quantization of wideband normalized amplitude value, 
· At least the following size-Q quantization alphabet is supported:  where 
· TBD: supported value(s) of N (e.g.  or a larger value), Q, s (e.g. ½, ¼, 1/8, …), whether a center threshold is also supported (and if so, higher-layer configured)
· FFS: Whether different schemes can be supported for different use cases
Several alternatives were also identified regarding the configuration of the quantisation parameters:
Agreement
For the Rel-18 TRS-based TDCP reporting, regarding the quantization of wideband normalized amplitude value, down-select (by RAN1#113) from the following candidates:
· Alt1: N=2Q-1 where Q=5, s={1/5, ¼, 1/3} 
· Alt2: N=2Q where Q=3, s={¼, 1/3, ½, 2/3, ¾} 
· Alt3: N=2Q where Q=4, s={¼, ½, 2/3, ¾} 
· Alt4: N={2Q –1, …, 2Q+1 –1} (i.e., 7-15) where Q=3, s={1/5, ¼, 1/3, 2/5, ½, 3/5, 2/3, ¾, 4/5} 
· Alt4A: N={2Q , 2Q+0.5,…, 2Q+1-0.5} (i.e., 8, 8.5,…,15.5) where Q=3, s={1/5, ¼, 1/3, 2/5, ½, 3/5, 2/3, ¾, 4/5}
Once an alternative is selected, reducing the number of candidate values for s is not precluded. 
Companies can simulate each alternative with and without a configurable center threshold
For all alternatives we considered the use case of switching between Type-I and Type-II CSI reporting, with a single reported correlation amplitude delay,  and we simulated configurable quantisation parameters. For a given delay value, , the gNB estimates the optimal unquantized decision threshold for the correlation amplitude and configures the quantisation parameters corresponding to the closed centre threshold in the quantisation table.
As an example, for Alt 4A, Figure 1 shows the quantisation tables obtained for integer (left table) and fractional (right table) values of . The quantisation table formed by  quantisation levels for  corresponds to the column of the table identified by the configured value of  and starting from row , for a configured value of .
Configuring the values of  and  allows to fine tune the quantisation levels to the optimal correlation threshold for a given delay, hence reducing the number of bits needed to achieve accurate correlation amplitude reporting.
[image: ]
[bookmark: _Ref134807320]Figure 1. Quantisation tables for Alt 4A.
Figure 2 to Figure 8 show a comparison between the alternatives, for different delay values, , under the assumption of configurable quantisation parameters.
[image: ]
[bookmark: _Ref134818652]Figure 2. Amplitude quantisation comparison for D = 1 slot and best Q and s values from each alternative.
[image: ]
Figure 3. Amplitude quantisation comparison for D = 2 slots and best Q and s values from each alternative.
[image: ]
Figure 4. Amplitude quantisation comparison for D = 3 slots and best Q and s values from each alternative.
[image: ]
Figure 5. Amplitude quantisation comparison for D = 4 slots and best Q and s values from each alternative.
[image: ]
Figure 6. Amplitude quantisation comparison for D = 5 slots and best Q and s values from each alternative.
[image: ]
Figure 7. Amplitude quantisation comparison for D = 6 slots and best Q and s values from each alternative.
[image: ]
[bookmark: _Ref134818671]Figure 8. Amplitude quantisation comparison for D = 10 slots and best Q and s values from each alternative.

We observe that Alt 2 has degraded performance for small delay, compared to the other alternatives, which show similar performance for all delays. Fine tuning the quantisation levels by configuring the quantisation parameters  and  and use small bitwidth of  bits (Alt 4 and 4a) appears to achieve similar performance as using a relatively fixed quantizer with  or 5 bits (Alt 1 and 3).
Observation 7. [bookmark: _Ref135036391]Fine tuning the quantisation levels by configuring the quantisation parameters  and  and using a small bitwidth of  bits (Alt 4 and 4a) appears to achieve similar performance as using a fixed quantizer with larger bitwidth of  or 5 bits (Alt 1 and 3).
We then tested Alt 1 and 3 by using a fixed value of the quantisation step . Results are reported in Figure 9 to Figure 15. Compared to Alt 1 with s=1/4 and Alt 3 with s=1/2, Alt 1 with s=1/3 showed better performance for the delay of 1 slot and similar performance for all other delay values.

[image: ]
[bookmark: _Ref134818756]Figure 9. Amplitude quantisation comparison (Alt1 vs Alt3) for D = 1 slot.
[image: ]
Figure 10. Amplitude quantisation comparison (Alt1 vs Alt3) for D = 2 slots.
[image: ]
Figure 11. Amplitude quantisation comparison (Alt1 vs Alt3) for D = 3 slots.[image: ]
Figure 12. Amplitude quantisation comparison (Alt1 vs Alt3) for D = 4 slots.
[image: ]
Figure 13. Amplitude quantisation comparison (Alt1 vs Alt3) for D = 5 slots.
[image: ]
Figure 14. Amplitude quantisation comparison (Alt1 vs Alt3) for D = 6 slots.
[image: ]
[bookmark: _Ref134827657]Figure 15. Amplitude quantisation comparison (Alt1 vs Alt3) for D = 10 slots.


Proposal 11. [bookmark: _Ref135036466]For TDCP reporting, regarding the quantization of wideband normalized amplitude value, support Alt 1 with .

4.3	Issue 3.3
In RAN1#112bis-e, phase quantisation was discussed for the optional reporting of correlation phase. The following alternatives were identified for down-selection
Agreement
For the Rel-18 TRS-based TDCP reporting, regarding phase quantization, down-select (by RAN1#113) from the following candidates:
· Alt1. 1-bit (early vs. late) phase indicator 
· Alt2. 3-bit (8-PSK) uniform quantization
· Alt3. 4-bit (16-PSK) uniform quantization (full reuse of Rel-16 eType-II W2 phase quantization)
· Alt4. Adaptive/gNB-configurable phase quantizer e.g. , where
· : legacy (Rel.16) based
· Linear: legacy -PSK 
· Exponential: legacy Rel.16 amplitude,  or 
·  a slope value from  depending on the amplitude ) of the 1st correlation (smallest delay), e.g. the slope decreases towards 0 as  increases towards 1 
· 
· Alt5. A given correlation phase value  is quantized to  based on the following alphabet (where  denotes delay):      
· Alt6. A given correlation phase value  is quantized to  based on the following alphabet (where  denotes delay and p(.) denotes amplitude quantization values used for Rel-16 e-TypeII codebook and ): 
· Mode 1: ,     
· Mode 2:      
· The quantization mode is selected by UE and reported to gNB.
· Alt7. A given correlation phase value  is quantized to  based on the following alphabet: , with , . TBD value(s) of 
The evaluation should consider the impact of delay tracking operation at the UE where the phase difference between two slots can be close to zero.
Note: This proposal doesn’t preclude the UE supporting only smaller delay values (e.g. 4-symbol only) for the phase report (which is already optional)
We compared the alternative phase quantisation methods with the use case of switching between Type-I and Type-II CSI reporting, with Alt 5 reformulated as follows:
· Alt5. A given correlation phase value  is quantized to  based on the following alphabet (where  denotes delay):  where     
· The candidate value(s) of Q and s are down-selected from the following: Q={3,4}, and s={1,1/2} 
We used the reported correlation values in amplitude and phase, corresponding to  delays to estimate the Doppler spectrum and obtain an estimate of the Doppler spread, which is then compared to a decision threshold to decide between Type-I and Type-II CSI reporting.
Figure 16 to Figure 19 show the comparison between the alternatives for . We consider uniform spacing between the time correlation samples and try different delays of . Logarithmic quantizers (i.e., Alt5) does not showed any appreciable improvement compared to uniform PSK-based quantizers. In fact, Alt5 with s=1 shows some performance degradation compared to Alt 3 for small number of delays,  (see Figure 19). Moreover, legacy uniform quantisation of Alt3 using 4 bits shows better performance than Alt2 using 3 bits, with smaller quantization errors.
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[bookmark: _Ref134828035]Figure 16. Phase quantisation comparison, best values of D and Y are chosen.
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Figure 17. Phase quantisation comparison, D=6 slots, Y=4.
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Figure 18. Phase quantisation comparison, D=10 slots, Y=4.
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[bookmark: _Ref134828041]Figure 19. Phase quantisation comparison, D=10 slots, Y=2.

Figure 20 to Figure 22 show a polar scatterplot of the correlation values for ,  and for three speed values: 6, 10 and 30 km/h. All the  correlation delays are plotted together.
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[bookmark: _Ref111201232]Figure 20. Example of polar scatter plot of the time correlation values for ,  and speed=3km/h.
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[bookmark: _Ref111201432]Figure 21. Example of polar scatter plot of the time correlation values for ,  and speed=10km/h.
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[bookmark: _Ref135049478]Figure 22. Example of polar scatter plot of the time correlation values for ,  and speed=30km/h.

Observation 8. Legacy 4-bit uninform phase quantisation of Alt 3 achieves same or better performance than logarithmic quantisation of Alt 5, under Type-I/Type-II switching use-case.
Proposal 12. [bookmark: _Ref135036484]For phase quantisation in TDCP reporting support Alt 3.

5	Conclusion
Hereafter is a summary of observations and proposals for Type-II-CJT enhancement in FDD.
Observation 1	Alt 1 allows more network flexibility to configure different power control offsets for different TRPs, but it requires a UE to calculate the PMI conditioned on the configured power control offsets to ensure orthogonality between MIMO layers. This is because the precoder for a MIMO layer in CJT is normalised in power across TRPs and not per-TRP like for NCJT.
Observation 2	Alt 2 allows a UE to assume that the power control offset for the  selected resources is the same.
Observation 3	Alt 3 introduces a new power control offset definition averaged across TRPs that does not ensure correct PMI calculation because the Pc ratios may be different for different TRPs but are unknown to the UE.
Observation 4	Alt 4 also introduces a new definition of power control offset, divided by the number of selected TRPs, , with the problem that the network has only partial control of the actual PDSCH power in case of dynamic TRP selection.
Observation 5	Alt 5 reuses the legacy Pc ratio definition with similar restriction of a common Pc ratio assumed across TRPs as in Alt 2, but it may require an additional configuration parameter for the network to indicate which of the  resources should be used for the reference Pc ratio.
Observation 6	Regarding the ordering of ports, we do not think additional specification is needed as the port ordering in the PMI representation and CQI calculation assumption naturally follows the ordering of the selected CSI-RS resources in the corresponding resource set.

Proposal 1	Proposed linkages between  combinations and  combinations for , for Rel-17-based Type-II-CJT
	NTRP
	 combination
	M=1
	M=2

	
	
	b=1/2 
	b=3/4
	b=1
	b=1/2 
	b=3/4

	2
	{1/2,1/2}
	X
	
	
	X
	

	
	{1/2,1}, {1,1/2}
	X
	X
	
	X
	

	
	{3/4,3/4}
	
	X
	X
	
	

	
	{1,1}
	
	
	X
	
	X

	3
	{1/2, 1/2, 1/2}
	X
	
	
	X
	

	
	{1/2, 1/2, 3/4}, and its permutations
	X
	
	
	
	

	
	{1/2, 1/2, 1}, and its permutations
	
	X
	X
	X
	

	
	{1, 1, 1}
	
	
	X
	
	X

	4
	{1/2, 1/2, 1/2, 1/2}
	X
	
	
	X
	

	
	{1/2, 1/2, 1/2, 1} and its permutations
	X
	X
	
	X
	

	
	{1/2, 1/2, 1, 1} 
	
	X
	X
	
	

	
	{1, 1, 1, 1}
	
	
	X
	
	X



Proposal 2	For Type-II-CJT, regarding the PDSCH EPRE assumption for CQI calculation, support either Alt 1 or Alt 2.
Proposal 3	Regarding the CPU occupancy rules for Type-II-CJT, support
· reuse of the legacy CPU pools,
· CPU calculation fully determined by RRC configuration, i.e., avoiding dependencies on dynamic indications such as UCI parameters reported by a UE
· introduction of a UE capability indication for the number X of CPUs occupied by a CJT CSI. If needed, multiple values of X may be indicated depending on RRC parameters such as , 
Proposal 4	Regarding the latency requirements for Type-II-CJT, support the reuse of legacy values of Z/Z’.
Proposal 5	Revert the working assumption on Alt 3 for the number of amplitude references in  quantisation.

Hereafter is a summary of observations and proposals for Type-II-Doppler enhancement.

Proposal 6	For Rel-17-based Type-II-Doppler, support the same parameter combinations as in Rel-17 Type-II.
Proposal 7	Regarding the PDSCH EPRE assumption for CQI calculation in Type-II-Doppler, clarify that the two alternatives listed in RAN1#112bis-e do not need to be captured in the specifications.
Proposal 8	Regarding the CPU occupancy rules for Type-II-Doppler, support
· reuse of the legacy CPU pools,
· introduction of a UE capability indication for the number X of CPUs occupied by a Doppler CSI. If needed, multiple values of X may be indicated depending on codebook parameters
· CPU count, , as a function of  and  and/or  for AP- and P- CSI-RS measurements
Proposal 9	Regarding the latency requirements for Type-II-Doppler, support the reuse of legacy values of Z/Z’.

Hereafter is a summary of observations and proposals for TRS-based TDCP reporting enhancement.


Observation 7	Fine tuning the quantisation levels by configuring the quantisation parameters  and  and using a small bitwidth of  bits (Alt 4 and 4a) appears to achieve similar performance as using a fixed quantizer with larger bitwidth of  or 5 bits (Alt 1 and 3).
Observation 7	Fine tuning the quantisation levels by configuring the quantisation parameters  and  and using a small bitwidth of  bits (Alt 4 and 4a) appears to achieve similar performance as using a fixed quantizer with larger bitwidth of  or 5 bits (Alt 1 and 3).

Proposal 10	For TDCP reporting, support the joint use of one AP-TRS and one P-TRS for , as an optional feature for a UE supporting AP-TRS.
Proposal 11	For TDCP reporting, regarding the quantization of wideband normalized amplitude value, support Alt 1 with .
Proposal 12	For phase quantisation in TDCP reporting support Alt 3.
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Appendix A	SLS assumptions for Type-II-CJT
[bookmark: _Ref111208480]Table 5
	Parameters
	Scenarios

	
	Outdoor 1
	Outdoor 2A, intra-site
	Outdoor 2A, inter-site

	Inter-site distances
	1.7 km
	200 m
	200 m

	Carrier frequencies
	0.7 GHz
	2 GHz
	2 GHz

	Channel type
	RMa
	DU
	DU

	System bandwidth
	10MHz

	BS Transmit Power
	Macro: 46 dBm
RRH: 46 dBm 
	Macro: 46 dBm
	Macro: 46 dBm

	BS Height
	Macro: 35 m
RRH: 35m
	Macro: 25m
	Macro: 25m

	BS Antenna Configuration
	4 ports: (M,N,P,Mg,Ng,Mp,Np) = (8,2,2,1,1,1,2)
100 mechanical elevation tilt
	4 ports: (M,N,P,Mg,Ng,Mp,Np) = (8,2,2,1,1,1,2)
16 ports: (M,N,P,Mg,Ng,Mp,Np)  = (8,4,2,1,1,2,4)
100 mechanical elevation tilt
	16 ports: (M,N,P,Mg,Ng,Mp,Np) = (8,4,2,1,1,2,4)
100 mechanical elevation tilt

	UE Distribution
	100% outdoor 
	100%, 20% outdoor 
	20% outdoor

	UE Antenna Configuration
	2 Rx: (M,N,P) = (1,1,2) 
	4 Rx: (M,N,P) = (1,2,2) 
	4 Rx: (M,N,P) = (1,2,2) 

	UE speed
	3 kmph

	Traffic Model
	FTP Model 1: target resource utilisation (RU) as specified in the results

	Receiver
	Non-ideal 2RX MMSE
	Non-ideal 4RX MMSE
	Non-ideal 4RX MMSE

	CJT scheduling set size
	4 TRPs (intra-sector),
12 TRPs (inter-sector)
	3 TRPs
	9 TRPs

	CJT reporting set size ()
	Up to 4 TRPs, gNB configured
	Up to 3 TRPs, gNB configured
	Up to 4 TRPs, gNB configured





Appendix B	SLS assumptions for Type-II-Doppler
Table 6
	Parameter
	Value

	Duplexing 
	FDD

	Scenario
	Dense Urban


	Carrier frequency
	2GHz

	Inter-BS distance
	200m 

	BS antenna configuration
	16TX: (8,4,2,1,1,2,4)
100 mechanical elevation tilt

	UE antenna configuration
	4RX: (1,2,2,1,1,1,2)

	BS Tx power 
	41 dBm

	BS antenna height 
	25m 

	SCS 
	15kHz 

	Number of RBs
	52

	Simulation bandwidth 
	10 MHz

	DL MIMO
	Max Rank-2 MU-MIMO

	CSI feedback
	Rel-16 Type-II, default setup: N1=4, O1=4, N2=2, O2=4, L=4, 
, N3=13, Q=2 , N4={4,8}

	Traffic model
	FTP Model 1

	UE distribution
	100% outdoor

	UE speed
	10//20/30 km/h

	UE receiver
	Nonideal 4Rx MMSE

	CSI-RS period
	5ms respectively for each of the UE speeds.

	Channel prediction parameters
	 or 
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Amplitude (Alt1, s=1/3) and phase quantisation, Type-l/Type-ll switching
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—— No quantization, Y=4, Speed Thr. =0, delay=6ms, Performance gain = 15.8097%
—+— Alt2, 8-PSK, Y=4, Speed Thr. =0, delay=6ms, Performance gain = 15.5781%
—E— Alt3, 16-PSK, Y=4, Speed Thr. =0, delay=6ms, Performance gain = 15.6801%
——Alt5, Q=3, s=1, Y=4, Speed Thr. =0, delay=6ms, Performance gain = 15.4169%
——Alt5, Q=3, s='%, Y=4, Speed Thr. =0, delay=6ms, Performance gain = 15.6065%
—#— Alt5, Q=4, s=1, Y=4, Speed Thr. =0, delay=6ms, Performance gain = 15.4169%
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—— No quantization, Y=4, Speed Thr. =0, delay=10ms, Performance gain = 15.6104%
—+— Alt2, 8-PSK, Y=4, Speed Thr. =0, delay=10ms, Performance gain = 15.4241%
—E— Alt3, 16-PSK, Y=4, Speed Thr. =0, delay=10ms, Performance gain = 15.5413%
——Alt5, Q=3, s=1, Y=4, Speed Thr. =0, delay=10ms, Performance gain = 15.3879%
—— Alt5, , 5=, , Speed Thr. =0, delay=10ms, Performance gain = 15.3474%
—#— Alt5, Q=4, s=1, Y=4, Speed Thr. =0, delay=10ms, Performance gain = 15.3879%
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Amplitude (Alt1, s=1/3) and phase quantisation, Type-l/Type-ll switching
T T T T T

—— No quantization, Y=2, Speed Thr. =0, delay=10ms, Performance gain = 13.6593%
—+— Alt2, 8-PSK, Y=2, Speed Thr. =0, delay=10ms, Performance gain = 12.1782%
—E— Alt3, 16-PSK, Y=2, Speed Thr. =0, delay=10ms, Performance gain = 12.9696%
——Alt5, Q=3, s=1, Y=2, Speed Thr. =0, delay=10ms, Performance gain = 10.814%
—— Alt5, , 5=, , Speed Thr. =0, delay=10ms, Performance gain = 12.6015%
—#— Alt5, Q=4, s=1, Y=2, Speed Thr. =0, delay=10ms, Performance gain = 10.814%
—»— Alt5, Q=4, s='%, Y=2, Speed Thr. =0, delay=10ms, Performance gain = 12.5926%
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6 kmph; Y=4;D=1 Amp. quant: Alt1, s=1/3; Phase quant: Alt5, Q=4, s=1/2
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UE speed: 30 kmph; Y=4; D=1 Amp. quant: Alt1, s=1/3; Phase quant: Alt5, Q=4, s=1/2





