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[bookmark: _Toc415085486][bookmark: _Toc503902285]1  Introduction
According to discussion in 3GPP RAN1#112bis-e meeting, some progress has been made on evaluation methodology for CSI feedback enhancement. The following agreements and conclusions were extracted from the Chair’s note [1]: 
[bookmark: OLE_LINK186]Working Assumption
For the per layer CSI payload size X/Y/Z in the templates of CSI compression, as a clarification, the X/Y/Z ranges in the working assumption achieved in RAN1#112 meeting is applicable to Max rank = 1/2. For Max rank () = 3/4, the per layer basis X/Y/Z ranges are re-determined as:
· X is <=bits
· Y is bits-bits
· Z is >=bits
Agreement
To evaluate the performance of the intermediate KPI based monitoring mechanism for CSI compression, for Step2 of the model monitoring methodology, the per sample  is considered for
· Case 1: NW side monitoring of intermediate KPI, where the monitoring accuracy is evaluated for a given ground-truth CSI format (e.g., quantized ground-truth CSI with 8 bits scalar, R16 eType II-like method, etc.) or SRS measurements, where
·  is calculated with the output CSI at the NW side and the given ground-truth CSI format or SRS measurements.
·  is calculated with output CSI (as for ) and the ground-truth CSI of Float32.
· Note: if Float32 is used for , the monitoring accuracy is 100% if  and  are based on the same CSI sample. 
· Case 2: UE side monitoring of intermediate KPI with a proxy model, where the monitoring accuracy is evaluated for the output of the proxy model at UE:
· Case 2-1: the proxy model is a proxy CSI reconstruction part, and  is calculated based on the inference output of the proxy CSI reconstruction part at UE and the ground-truth CSI.
· Note: if the proxy CSI reconstruction model is the same as the actual CSI reconstruction model at the NW, the monitoring accuracy is 100%
· Case 2-2: the proxy model directly outputs intermediate KPI ()
·  is calculated with the output CSI at the NW side and the same ground-truth CSI.
· FFS how to train the proxy model and the resulting monitoring performance, to be reported by companies.
· FFS whether/how to evaluate the generalization performance of the proxy model.
· Case 3: others are not precluded

      In this contribution, we provide our views on further details for evaluation methodology and share some initial evaluation results.

[bookmark: OLE_LINK17]2  CSI compression
2.1 AI/ML Model Description
[bookmark: OLE_LINK100]An autoencoder architecture is applied to compress and reconstruct CSI matrix. There are encoder and quantization modules at the UE side, de-quantization and decoder modules at the BS side. The encoder takes the original eigenvectors V as the input and compresses it into a codeword. Then, the codeword is sent to quantization module and fed back to the BS as a bit stream. Dequantization module recovers the codeword from the received bit stream. After that, the BS reconstructs original eigenvectors from codeword.
[image: Diagram

Description automatically generated]
Figure 1 The structure of AI/ML based CSI compression
Specifically, the input of the encoder includes eigenvectors for N subbands, which are formulated as , where  denotes the eigenvector for the n-th subband. The codewords can be formulated as , where  represents the function of the encoder. The quantizer at the UE side maps the floating-point vector to a quantized bit stream for CSI feedback. The quantization module can be formulated as , where  represents the function of the quantizer. In our simulation, scalar quantization is used. The de-quantizer recovers the compressed CSI from the feedback CSI bit stream and sends it as the input to the decoder. The de-quantized CSI can be formulated as  where represents the function of the de-quantizer. The decoder recovers the eigenvectors. The recovered eigenvectors can be formulated as , where  represents the function of the decoder.
2.2 Evaluation results for generalization performance
The main focuses is to study the generalization impact of different scenario(CDL_A/CDL_B).  The simulation assumption show in Table2.
[bookmark: OLE_LINK52][bookmark: OLE_LINK51]Case 1:  the training data set is generated for CDL_A channel model with 30k samples, and testing with the same  CDL_A channel model. The SGCS and GCS performance is shown in Fig. 2.
Case 2:  the training data set is generated for CDL_B channel model with 30k samples, and testing with the same  CDL_B channel model. The SGCS and GCS performance is shown in Fig. 2.
[bookmark: OLE_LINK53]Case 3:  the training data set is generated for mix  CDL_A and CDL_B channel model with 30k samples, and testing with the  CDL_A channel model. The SGCS and GCS performance is shown in Fig. 2.
Case 4:  the training data set is generated for mix  CDL_A and CDL_B channel model with 30k samples, and testing with the same  CDL_B channel model. The SGCS and GCS performance is shown in Fig. 2.
Case 5:  the training data set is generated for CDL_A channel model with 30k samples, and testing with the same  CDL_B channel model. The SGCS and GCS performance is shown in Fig. 2.
Case 6:  the training data set is generated for CDL_B channel model with 30k samples, and testing with the same  CDL_A channel model. The SGCS and GCS performance is shown in Fig. 2.

Figure 2 Evaluation results for CSI compression with model generalization
[bookmark: OLE_LINK26][bookmark: OLE_LINK36][bookmark: OLE_LINK54]Observation 1: For different scenarios, the SGCS degradation is about 1%~2% when training set and testing set are mismatching.
Observation 2: Training on mixing dataset with CDL_A and CDL_B can improve the generalization performance (about 1.4%/0.6%) of AI/ML model for CDL_A and CDL_B.
[bookmark: OLE_LINK130]Proposal1: Mixed dataset should be considered as a effective way to increase AI model generation.
[bookmark: OLE_LINK57]Proposal2: AI model performance should be evaluated on datasets with different scenario and configuration.

2.3 Evaluation results for scalability performance
The input dimension of AI model is corresponding to the input precoder matrices, i.e., the subband number and port number for each single layer. Different frequency granularity or different ports number can cause different input dimension of AI model. The AI models for different input dimensions need to be trained independently, which may lead to difficulty in generalizing AI models.
Figure3 shows Diagram of scalability over different antenna port numbers by truncation/padding. we choose 32ports/16ports as the input of AI model. To achieve the scalability in this evaluation, we use truncation/ padding to keep the same input size of AI model. The evaluation results are shown in Table 1.
[image: A picture containing screenshot, text, square, font

Description automatically generated]
Figure 3 Diagram of scalability over different antenna port numbers by truncation/padding

	Train
	Test
	SGCS

	32ports/25k
	32ports/5k
	0.896

	16ports/25k
	16ports/5k
	0.927

	32ports+16ports/50k
	32ports/5k
	0.875(-2.4%)

	32ports+16ports/50k
	32ports/5k
	0.912(-1.6%)


Observation 3: For scalability of AI/ML-based CSI compression over 32/16 antenna port numbers, the SGCS margin between the port-specific models and the unified scalable model supporting 32/16 antenna port numbers is less than 2.4%.
Proposal3: Padding/truncation is used to achieve the scalability.

[bookmark: OLE_LINK20]3 Conclusions
In this contribution, we discuss the evaluations on AI/ML for CSI feedback enhancement and provide preliminary simulation results. We have the following observations and proposals.
Observation 1: For different scenarios, the SGCS degradation is about 1%~2% when training set and testing set are mismatching.
Observation 2: Training on mixing dataset with CDL_A and CDL_B can improve the generalization performance (about 1.4%/0.6%) of AI/ML model for CDL_A and CDL_B.
Observation 3: For scalability of AI/ML-based CSI compression over 32/16 antenna port numbers, the SGCS margin between the port-specific models and the unified scalable model supporting 32/16 antenna port numbers is less than 2.4%
Poposal1: Mixed dataset should be considered as a effective way to increase AI model generation.
Proposal2: AI model performance should be evaluated on datasets with different scenario and configuration.
[bookmark: OLE_LINK13]Table 1. Evaluation results for CSI compression with model generalization/scalability, [Max rank value], [Scenario/configuration]
	
	
	Source 1
	…

	CSI generation part
	AL/ML model backbone
	[bookmark: OLE_LINK218]Transformer
	

	
	Pre-processing
	/
	

	
	Post-processing
	/
	

	
	Number of parameters/M
	8
	

	CSI reconstruction part
	AL/ML model backbone
	Transformer
	

	
	[Pre-processing]
	/
	

	
	[Post-processing]
	/
	

	
	Number of parameters/M
	8
	

	[bookmark: _Hlk130979967]Common description
	Input type
	[bookmark: OLE_LINK3]Raw channel matrix
	

	
	Output type
	[bookmark: OLE_LINK217]Raw channel matrix
	

	
	Quantization /dequantization method
	Scalar quantization
	

	
	Generalization/Scalability method description if applicable, e.g., truncation, adaptation layer, etc.
	/
	

	
	Input/output scalability dimension if applicable, e.g., N>=1 NW part model(s) to M>=1 UE part model(s)
	/
	

	Dataset description
	Ground-truth CSI quantization method
	Float32
	

	[Other assumptions/settings agreed to be reported]
	
	

	[bookmark: _Hlk130219362][bookmark: _Hlk130477298]Generalization Case 1
	Train (setting#A, size/k)
	CDL_A#30k
	

	
	Test (setting#A, size/k)
	CDL_A#12k
	

	[bookmark: _Hlk130477326][bookmark: _Hlk130477352][bookmark: _Hlk130477315]GCS, layer 1
	CSI feedback payload X(64bit)
	0.9759
	

	
	CSI feedback payload Y(128bit)
	0.9802
	

	
	CSI feedback payload Z(256bit)
	0.9865
	

	[bookmark: _Hlk130477363]SGCS, layer 1
	CSI feedback payload X(64bit)
	0.9524
	

	
	CSI feedback payload Y(128bit)
	0.9608
	

	
	CSI feedback payload Z(256bit)
	0.9732
	

	[bookmark: _Hlk130480728]Generalization Case 2
	Train (setting#B, size/k)
	CDL_B#30k
	

	
	Test (setting#B, size/k)
	CDL_B#12k
	

	[bookmark: OLE_LINK233][bookmark: _Hlk130477386][bookmark: _Hlk130999257]GCS, layer 1
	CSI feedback payload X(64bit)
	0.9698
	

	
	CSI feedback payload Y(128bit)
	0.9784
	

	
	CSI feedback payload Z(256bit)
	0.9843
	

	[bookmark: OLE_LINK234]SGCS, layer 1
	CSI feedback payload X(64bit)
	0.9405
	

	
	CSI feedback payload Y(128bit)
	0.9573
	

	
	CSI feedback payload Z(256bit)
	0.9678
	

	[bookmark: OLE_LINK236][bookmark: _Hlk130480159]Generalization Case 3
	Train (setting#A+#B, size/k)
	CDL_A&CDL_B#30k
	

	
	Test (setting#A, size/k)
	CDL_A#12k
	

	[bookmark: OLE_LINK239][bookmark: _Hlk130999421]GCS, layer 1
	CSI feedback payload X(64bit)
	0.9683
	

	
	CSI feedback payload Y(128bit)
	0.9731
	

	
	CSI feedback payload Z(256bit)
	0.9802
	

	[bookmark: OLE_LINK242][bookmark: _Hlk130480231]SGCS, layer 1
	CSI feedback payload X(64bit)
	0.9376
	

	
	CSI feedback payload Y(128bit)
	0.9469
	

	
	CSI feedback payload Z(256bit)
	0.9610
	

	[bookmark: OLE_LINK245][bookmark: _Hlk130480327]Generalization Case 4
	Train (setting#A+#B, size/k)
	CDL_A&CDL_B#30k
	

	
	Test (setting #B, size/k)
	CDL_B#12k
	

	[bookmark: OLE_LINK248][bookmark: _Hlk130480252][bookmark: _Hlk130999430]GCS, layer 1

	CSI feedback payload X(64bit)
	0.9614
	

	
	CSI feedback payload Y(128bit)
	0.9716
	

	
	CSI feedback payload Z(256bit)
	0.9812
	

	[bookmark: OLE_LINK251][bookmark: _Hlk130480356]SGCS, layer 1

	CSI feedback payload X(64bit)
	0.9243
	

	
	CSI feedback payload Y(128bit)
	0.9440
	

	
	CSI feedback payload Z(256bit)
	0.9628
	

	[bookmark: OLE_LINK254]Generalization Case 5
	Train (setting#A, size/k)
	CDL_A#30k
	

	
	Test (setting #B, size/k)
	CDL_B#12k
	

	[bookmark: OLE_LINK255][bookmark: _Hlk130480379][bookmark: _Hlk130999462]GCS, layer 1

	CSI feedback payload X(64bit)
	0.9569
	

	
	CSI feedback payload Y(128bit)
	0.9602
	

	
	CSI feedback payload Z(256bit)
	0.9783
	

	[bookmark: OLE_LINK256]SGCS, layer 1

	CSI feedback payload X(64bit)
	0.9157
	

	
	CSI feedback payload Y(128bit)
	0.9220
	

	
	CSI feedback payload Z(256bit)
	0.9571
	

	Generalization Case 6
	Train (setting#B, size/k)
	CDL_B#30k
	

	
	Test (setting #A, size/k)
	CDL_A#12k
	

	[bookmark: _Hlk130999472]GCS, layer 1

	CSI feedback payload X(64bit)
	0.9432
	

	
	CSI feedback payload Y(128bit)
	0.9567
	

	
	CSI feedback payload Z(256bit)
	0.9734
	

	SGCS, layer 1

	CSI feedback payload X(64bit)
	0.8896
	

	
	CSI feedback payload Y(128bit)
	0.9153
	

	
	CSI feedback payload Z(256bit)
	0.9475
	



4. References
1. Chairman’s notes, RAN1 #112b-e.
Appendix
Table 1 Simulation Assumption
	[bookmark: OLE_LINK187]Parameter
	Value

	Duplex, Waveform 
	FDD (TDD is not precluded), OFDM 

	Carrier frequency
	2GHz as baseline, optional for 4GHz

	Bandwidth
	10MHz or 20MHz

	Subcarrier spacing
	15kHz 

	Nt
	32

	Nr
	4

	Channel model
	[bookmark: OLE_LINK56]CDL-A, CDL-B

	Delay spread
	300ns



Evaluation results for CSI compression with model generalization

GCS 64bit	case1	case2	case3	case4	case5	case6	0.97589999999999999	0.9698	0.96830000000000005	0.96140000000000003	0.95689999999999997	0.94320000000000004	GCS 128bit	case1	case2	case3	case4	case5	case6	0.98019999999999996	0.97840000000000005	0.97309999999999997	0.97160000000000002	0.96020000000000005	0.95669999999999999	GCS 256bit	case1	case2	case3	case4	case5	case6	0.98650000000000004	0.98429999999999995	0.98019999999999996	0.98119999999999996	0.97829999999999995	0.97340000000000004	SGCS 64bit	case1	case2	case3	case4	case5	case6	0.95240000000000002	0.9405	0.93759999999999999	0.92430000000000001	0.91569999999999996	0.88959999999999995	SGCS 128bit	case1	case2	case3	case4	case5	case6	0.96079999999999999	0.95730000000000004	0.94689999999999996	0.94399999999999995	0.92200000000000004	0.9153	SGCS 256bit	case1	case2	case3	case4	case5	case6	0.97319999999999995	0.96779999999999999	0.96099999999999997	0.96279999999999999	0.95709999999999995	0.94750000000000001	
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