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1. Introduction
At the RAN#94-e meeting, a new SID [1] on “Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface” was approved. This SID captures the objective of SI in terms of the evaluation on use cases as following.
For the use cases under consideration:
1) Evaluate performance benefits of AI/ML based algorithms for the agreed use cases in the final representative set:
· Methodology based on statistical models (from TR 38.901 and TR 38.857 [positioning]), for link and system level simulations. 
· Extensions of 3GPP evaluation methodology for better suitability to AI/ML based techniques should be considered as needed.
· Whether field data are optionally needed to further assess the performance and robustness in real-world environments should be discussed as part of the study. 
· Need for common assumptions in dataset construction for training, validation and test for the selected use cases. 
· Consider adequate model training strategy, collaboration levels and associated implications
· Consider agreed-upon base AI model(s) for calibration
· AI model description and training methodology used for evaluation should be reported for information and cross-checking purposes
· KPIs: Determine the common KPIs and corresponding requirements for the AI/ML operations. Determine the use-case specific KPIs and benchmarks of the selected use-cases.
· Performance, inference latency and computational complexity of AI/ML based algorithms should be compared to that of a state-of-the-art baseline
· Overhead, power consumption (including computational), memory storage, and hardware requirements (including for given processing delays) associated with enabling respective AI/ML scheme, as well as generalization capability should be considered.

In this contribution, the AI/ML-based CSI feedback enhancement on overhead reduction and accuracy improvement are discussed.
2. Evaluation on AI/ML for CSI feedback enhancements
2. Sub use-case description
[bookmark: _Hlk101767974]Fig. 1 illustrates the framework of spatial-frequency domain CSI compression using two-sided AI models. As shown in Fig. 1, UE is equipped with an AI/ML encoder to compress CSI into encoded bits, while the corresponding AI/ML decoder is deployed on gNB to reconstruct CSI from encoded bits. In CSI compression with two-sided models, UE calculates downlink CSI, such as channel matrix or precoding matrix, and feeds the CSI into the encoder for compression. After the AI/ML encoder extracts essential features and outputs the encoded bits, UE reports the encoded bits to gNB where CSI can be reconstructed from encoded bits with the AI/ML decoder.
[image: ]
Figure 1. The framework of auto-encoders of CSI feedback.
[bookmark: _Hlk100765066]With this AI/ML-based CSI compression, accuracy improvements under a certain overhead of CSI reports and/or overhead reduction for CSI report achieving a certain performance can be expected. In the subsequent sections, we discuss the evaluation methodology and simulation results of this sub-use-case 
2. Evaluation methodology
2.2.1	KPI for intermediate performance
At the RAN1#112 meeting, the following working assumption was confirmed as follows [2],
	Working assumption 
In the evaluation of the AI/ML based CSI feedback enhancement, if SGCS is adopted as the intermediate KPI for the rank>1 situation, companies to ensure the correct calculation of SGCS and to avoid disorder issue of the output eigenvectors
· Note: Eventual KPI can still be used to compare the performance


where the SGCS was defined at the RAN1#110bis-e meeting as follows [3],
	Agreement
For the evaluation of the AI/ML based CSI feedback enhancement, if the SGCS is adopted as the intermediate KPI as part of the ‘Evaluation Metric’ for rank>1 cases, at least Method 3 is adopted, FFS whether additionally adopt a down-selected metric between Method 1 and Method 2.
· Method 1: Average over all layers
· Method 2: Weighted average over all layers 

where  is the jth eigenvector of the target CSI at resource unit i and K is the rank.  is the  jth output vector of the output CSI of resource unit i. N is the total number of resource units.   denotes the average operation over multiple samples.  is an eigenvalue of the channel covariance matrix corresponding to .
· Method 3: SGCS is separately calculated for each layer (e.g., for K layers, K SGCS values are derived respectively, and comparison is performed per layer)


Since Method 3 could show the performance for each layer independently for the rank > 1 case, we use Method 3 to show the intermediate KPI SGCS for the multiple layers.
2.2.2	Simulation assumptions
The detailed simulation assumptions for packet throughput performance evaluations are given in Table 1.
Table 1. Simulation parameters
	Parameter
	Value

	Duplex, Waveform
	FDD/TDD, OFDM

	Multiple access
	OFDMA

	Scenario
	Dense Urban (Macro only)

	Frequency Range
	4GHz

	Inter-BS distance
	200m

	Channel model        
	According to TR 38.901

	Antenna setup and port layouts at gNB
	32 ports: (8,8,2,1,1,2,8), (dH,dV) = (0.5, 0.8)λ

	Antenna setup and port layouts at UE
	2RX: (1,1,2,1,1,1,1), (dH,dV) = (0.5, 0.5)λ

	BS Tx power
	44dBm for 20MHz

	BS antenna height
	25m

	UE antenna height & gain
	According to TR36.873

	UE receiver noise figure
	9dB

	Modulation
	Up to 256QAM

	Coding on PDSCH
	LDPC Max code-block size = 8448 bits

	Numerology
	30KHz, 14 OFDM symbol slot

	Simulation bandwidth/granularity
	20MHz (48RB)/12 subbands (4 RBs per subband) 

	Frame structure
	Slot format 0 for all slots

	MIMO scheme
	SU/MU with rank adaptation
Maximum 8 MU layers

	CSI feedback
	CSI feedback periodicity:  5 ms,
Scheduling delay:  4 ms

	Overhead
	2-symbol

	Traffic model
	FTP model 1 with packet size 0.5 Mbytes 

	RU
	20%/50%/70%

	UE distribution
	80% indoor (3km/h), 20% outdoor (30km/h)

	UE receiver
	MMSE-IRC

	Feedback assumption
	Realistic

	Channel estimation 
	Ideal channel estimation for dataset construction
Ideal channel estimation for CSI acquisition
Realistic channel estimation for demodulation

	KPI
	5% UPT, Average UPT

	Baseline
	Rel-16 Type II codebook

	(De-)quantization method
	2-bit uniform before/after decoder/encoder

	Input for AI/ML model
	Precoding matrix(eigenvector)

	Output for AI/ML model
	Precoding matrix(eigenvector)


2. Evaluation cases & results
2.3.1	Extendibility performance of Type 3 and Type 4 training procedures
At the RAN1#111 meeting, the following agreements were made regarding the evaluation of Type 3 training [4]:
	Agreement
For the evaluation of an example of Type 3 (Separate training at NW side and UE side), the following evaluation cases for sequential training are considered for multi-vendors
· Case 1 (baseline): Type 3 training between one NW part model and one UE part model
· Note 1: Case 1 can be naturally applied to the NW-first training case where 1 NW part model to M>1 separate UE part models
· Companies to report the dataset used between the NW part model and the UE part model, e.g., whether dataset for training UE part model is the same or a subset of the dataset for training NW part model
· Note 2: Case 1 can be naturally applied to the UE-first training case where 1 UE part model to N>1 separate NW part models
· Companies to report the dataset used between the NW part model and the UE part model, e.g., whether dataset for training NW part model is the same or a subset of the dataset for training UE part model
· Companies to report the AI/ML structures for the combination(s) of UE part model and NW part model, which can be the same or different
· FFS: different quantization methods between NW side and UE side
· Case 2: For UE-first training, Type 3 training between one NW part model and M>1 separate UE part models
· Note: Case 2 can be also applied to the M>1 UE part models to N>1 NW part models
· Companies to report the AI/ML structures for the M>1 UE part models and the NW part model
· Companies to report the dataset used at UE part models, e.g., same or different dataset(s) among M UE part models
· Case 3: For NW-first training, Type 3 training between one UE part model and N>1 separate NW part models
· Note: Case 3 can be also applied to the N>1 NW part models to M>1 UE part models
· Companies to report the AI/ML structures for the UE part model and the N>1 NW part models
· Companies to report the dataset used at NW part models, e.g., same or different dataset(s) among N NW part models
· FFS: whether/how to report overhead of dataset
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At the RAN1#112 meeting, the following training steps were discussed as a hybrid case of Type 2 and Type 3 training [5], which can be named as Type 4 training.
	Step A: first side is trained, and after the training for the first side is finished
Step B: the second side is trained afterwards, with forward propagation and backward propagation (e.g., gradients) exchanged across the two sides, while the first side is frozen


In this contribution, we assume that separate training is sequential training because only sequential training has been observed as a feasible separate training procedure with simulation results as far as we know. In sequential training, the model on one side is trained after the model training on the other side. 
Since it is not preferable to perform joint training with all device types every time a new device comes into the market, training a new model compatible with the existing model is necessary. Thus, the extensibility performance is important in the practical scenario. In this contribution, we evaluate the performance of extensibility for both Type 3 and Type 4 training schemes.
Type 3 training
Type 3 NW-first training process can be performed as following for the extendibility scenario (refer to Figure 2): 
1) A pair of encoder and decoder is firstly trained on NW-side using collected dataset from UE1; 
2) Collected dataset from UE2 are fed into the encoder on NW-side to obtain the encoded output, then the input and the output are combined together and are sent back to UE2; 
3) UE2 uses this delivered dataset to train the local encoder at UE2.
 [image: ]
Figure 2. Type 3 NW-first training process
Type 4 training
This training procedures allows the FPs and BPs exchanging between two sides for the training, meanwhile the models at two sides can be trained sequentially. In this contribution, we evaluated the extendibility of an implementation of Type 4 training as shown in Figure 3. The detailed procedures of our implementation of Type 4 training is,
1) A pair of encoder and decoder is firstly trained on NW-side using collected dataset from UE1; 
2) An encoder on UE2 is jointly trained with the frozen decoder on NW-side using collected data from UE2. 
[image: ]
Figure 3. Type 4 NW-first training process
Extendibility with Environment Change
Table 2 and Table 3 compares the performance of Type 3 and Type 4 training when the payload is 88 bits and 608 bits respectively. Four options are compared in our evaluation:
· Benchmark 1: A pair of encoder and decoder is jointly trained on UMa 4GHz dataset.
· Benchmark 2: A pair of encoder and decoder is jointly trained on UMi 4GHz dataset.
· Type 3: Following the Type 3 training paradigm, NW-side firstly uses UMa 4GHz dataset to train an encoder and decoder pair, then UE2 uses UMi 4GHz dataset to separately train an encoder.
· Type 4: Following the Type 4 training paradigm, NW-side firstly uses UMa 4GHz dataset to train an encoder and decoder pair, then UE2 uses UMi 4GHz dataset to jointly train an encoder with the decoder on NW-side.
Table 2. Performance (SGCS) of Type 3 and Type 4 when payload is 88 bits.
	Training Method
	Evalset

	
	UMa 4GHz
	UMi 4GHz

	Benchmark 1
	0.52
	0.51

	Benchmark 2
	0.50
	0.53

	Type 3
	-
	0.49

	Type 4
	-
	0.51


Table 3. Performance (SGCS) of Type 3 and Type 4 when payload is 608bits.
	Training Method
	Evalset

	
	UMa 4GHz
	UMi 4GHz

	Benchmark 1
	0.77
	0.78

	Benchmark 2
	0.77
	0.81

	Type 3
	 -
	0.74

	Type 4
	-
	0.78


Observation 1: Compared with Benchmark 2, when using Type 3 training strategy for UE2 training, a significant decrease can be observed.
Observation 2: Compared with Benchmark 2, when using Type 4 training strategy for UE2 training, a slight decrease can be observed.
Observation 3: When trainset on UE2 is different from dataset for NW-side training, the performance of Type 4 training is better than that of Type 3 training.
Extendibility with Different Device Types
During the RAN1#112 meeting, the extendibility of models with different UE types was raised. Due to the discrepancy in the data distribution between different UEs, directly applying a model trained on one UE to another UE for inference may result in performance degradation. Type 3 and Type 4 training paradigms provide methods to compensate for this discrepancy. 
To study the extendibility of models with different device types, we preliminary evaluate the performance of CSI compression and regeneration models under different datasets that reflect to different UE implementations or UE environments. These differences include UE located in different environments, different UE antenna layouts, and UE antenna imbalance, i.e., there is a gap on the antenna gains of two UE antennas due to the different antenna positions on the UE or the shadowing by other UE components (e.g., PCB). 
We use the following 4 datasets in the evaluations,
Table 4. Datasets used to model different UE types
	
	Scenario 
	UE antenna layout
	UE antenna power imbalance

	Dataset 1
	UMa 4GHz
	(1,1,2,1,1,1,1)
	0 dB

	Dataset 2
	UMi 4GHz
	(1,1,2,1,1,1,1)
	0 dB

	Dataset 3
	UMa 4GHz
	(1,1,2,1,1,1,1)
	2 dB

	Dataset 4
	UMa 4GHz
	(1,2,1,1,1,1,1)
	0 dB


Following Table 5 shows the simulation cases,	
Table 5. Evaluation cases for different UE types
	
	Dataset for NW-UE1 Training
	Dataset for UE2 Test
	UE2 Training Method

	Case 1
	Dataset 1/2
	Dataset 1
	No Type 3/4 training
(Direct use UE1 model)

	Case 2
	Dataset 1/2
	Dataset 2
	No Type 3/4 training
(Direct use UE1 model)

	Case 3
	Dataset 1/2
	Dataset 3
	No Type 3/4 training
(Direct use UE1 model)

	Case 4
	Dataset 1/2
	Dataset 4
	No Type 3/4 training
(Direct use UE1 model)

	Case 5
	Dataset 1/2
	Dataset 2
	Type 3 w/ data generated from Dataset 2

	Case 6
	Dataset 1/2
	Dataset 2
	Type 4 w/ FP/BP generated from Dataset 2


Table 6 shows the simulation results when UE1 and NW is initially trained with different datasets.
Table 6. Performance of six UEs with different evaluation datasets
	
	Case 1
	Case 2
	Case 3
	Case 4
	Case 5
	Case 6

	SGCS
(Initial Training on NW-UE1 w/ Dataset 1)
	0.52
	0.51
	0.53
	0.58
	0.49
	0.51

	SGCS
(Initial Training on NW-UE1 w/ Dataset 2)
	0.50
	0.53
	0.52
	0.56
	0.49
	0.51


Observation 4: There is no significant performance loss on SGCS when directly applying a well-trained model based on UMa/UMi dataset to the cases that UE is located in different environment and has different antenna layouts or antenna gain imbalance.
Observation 5: For the cases that UE is in different environment, Type 3 or Type 4 training for adaption to the environment has similar performance with the cases that directly apply the model.
Based on these observations we can conclude that,
Observation 6: The CSI compression model is robust against non-ideal factors including different UE antenna layout, imbalance of UE antenna gains, or different channel environments.
2.3.2	Eventual performance with different CQI determination methods
At the RAN1#112bie-e meeting, some CQI determination methods were raised and discussed, and the following proposal was made [6]:
	Agreement
For the evaluation of CSI compression, companies are allowed to report (by introducing an additional field in the template to describe) the specific CQI determination method(s) for AI/ML, e.g.,
· Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment
· Option 2a-1: The CSI reconstruction part for CQI calculation at the UE same as the actual CSI reconstruction part at the NW
· Option 2a-2: The CSI reconstruction part for CQI calculation at the UE is a proxy model, which is different from the actual CSI reconstruction part at the NW
· Option 2b: CQI is calculated using two stage approach, UE derives CQI using precoded CSI-RS transmitted with a reconstructed precoder
· Option 1a: CQI is calculated based on the target CSI from the realistic channel estimation
· Option 1b: CQI is calculated based on the target CSI from the realistic channel estimation and potential adjustment
· Option 1c: CQI is calculated based on traditional codebook
· Other options if adopted, to be described by companies


In this contribution, we compare the performance of Option 2a-1 and Option 1a. In addition, there are also several alternatives for the RI determination with different CSI assumptions, i.e., RI is determined based on CSI reconstruction output or target CSI. We consider the following combinations of CQI and RI determination methods and evaluated their performances,
Table 7. Simulation Cases on Different CQI/RI Determination Methods
	Case
	CQI Determination
	RI Determination

	1
	Option 2a-1
	Based on the same CSI as Option 2a-1

	2
	Option 2a-1
	Based on the same CSI as Option 1a

	3
	Option 1a
	Based on the same CSI as Option 1a


Figure 4 shows the procedures of these RI and CQI calculation methods.
[image: ]
Figure 4.  CQI & RI determination method
Note that for Case 2, although the reconstructed CSI is available at UE side, the RI is not necessary to be calculated based on it. It should be verified whether an aggressive RI based on target CSI is helpful to the system-level performance.
The system-level performance of these cases is shown in Table 8. We take Case 1 where both RI and CQI is decided with output CSI as the baseline. Both the absolute UPT and the relative gain to the baseline case are shown in the table for Case 2 and 3. In the table, we also provide the ratio of different Rank values and the ratio of SU-/MU-MIMO after the user scheduling.
Table 8. System-level Performance with Different CQI/RI Determination Methods
[image: ]
Based on the evaluation results, we have the following observations,
Observation 7: Due to the mechanisms such as closed-loop MCS selection based on HARQ-ACK, the CQI/RI determination methods do not significantly impact the average packet throughput (about 5% performance loss or less) when the RU is at a low to medium level, or the CSI payload size is at a medium to high level. Only for high RU and low CSI payload case, the CQI/RI determination methods have significant impacts (>13%) on the network performance.
Observation 8: Given the RI determination method with Option 1a CSI, the CQI determination does not significantly impact the average packet throughput.
 2.3.3	Evaluations on performance monitoring
[bookmark: _Hlk126250690]At the RAN1#112bis-e meeting, the following agreements were made regarding the evaluation of performance monitoring [6]:
	[bookmark: _Hlk134802735]Agreement
To evaluate the performance of the intermediate KPI based monitoring mechanism for CSI compression, the model monitoring methodology is considered as:
· Step1: Generate test dataset including K test samples
· FFS how to obtain the K test samples
· Step2: For each of K test samples, a bias factor of monitored intermediate KPI () is calculated as a function of , where  is the actual intermediate KPI, and  is the genie-aided intermediate KPI.
· Step3: Calculate the statistical result of the  over K test samples which represents the monitoring accuracy performance.
· Note:  is introduced for the evaluation and comparison purpose; it may not be available in the real network.
· Note: the complexity, overhead and latency of the monitoring scheme are reported by companies. FFS how to evaluate latency.

Agreement
To evaluate the performance of the intermediate KPI based monitoring mechanism for CSI compression, for Step2 of the model monitoring methodology, the per sample  is considered for
· Case 1: NW side monitoring of intermediate KPI, where the monitoring accuracy is evaluated for a given ground-truth CSI format (e.g., quantized ground-truth CSI with 8 bits scalar, R16 eType II-like method, etc.) or SRS measurements, where
·  is calculated with the output CSI at the NW side and the given ground-truth CSI format or SRS measurements.
·  is calculated with output CSI (as for ) and the ground-truth CSI of Float32.
· Note: if Float32 is used for , the monitoring accuracy is 100% if  and  are based on the same CSI sample. 
· Case 2: UE side monitoring of intermediate KPI with a proxy model, where the monitoring accuracy is evaluated for the output of the proxy model at UE:
· Case 2-1: the proxy model is a proxy CSI reconstruction part, and  is calculated based on the inference output of the proxy CSI reconstruction part at UE and the ground-truth CSI.
· Note: if the proxy CSI reconstruction model is the same as the actual CSI reconstruction model at the NW, the monitoring accuracy is 100%
· Case 2-2: the proxy model directly outputs intermediate KPI ()
·  is calculated with the output CSI at the NW side and the same ground-truth CSI.
· FFS how to train the proxy model and the resulting monitoring performance, to be reported by companies.
· FFS whether/how to evaluate the generalization performance of the proxy model.
· Case 3: others are not precluded
 
Agreement
To evaluate the performance of the intermediate KPI based monitoring mechanism for CSI compression,  is in forms of
· Option 1: Gap between  and , i.e. ; 
· Monitoring accuracy is the percentage of the samples for which , where  is a threshold of the intermediate KPI gap.
· Option 2: Binary state where  and  have different relationships to their threshold(s), i.e., , where  can be same or different from 
· Monitoring accuracy is the percentage of the samples for which .
· FFS other metrics: Misdetection, False alarm, etc.
· FFS the values of , , .
· FFS whether/how to evaluate the monitoring metrics for Rank>1



In this contribution, we study the performance of NW side monitoring based on intermediate KPI (SGCS). The diagram of the procedures to calculate KPI difference is shown in Figure 5. The KPI genie is calculated based on the ground-truth CSI in FLOAT32 format. For KPI actual is calculated based on ground-truth CSI feedback with scalar quantization schemes in format from FLOAT16 to FLOAT4.
[image: 图形用户界面, 图示

描述已自动生成]
Figure 5.  Diagram of NW side performance monitoring
On KPI_Diff calculation, our evaluations adopt the Option 1, where the gap between KPI_Actual and KPI_Genie is used. 
As to the Option 2, we listed all possible cases following the agreements from RAN1 #112bis-e in the Figure 6.
[image: ]
Figure 6.  KPI_Diff value based on agreements from RAN1 #112bis-e when KPI_th,2 is not equal to KPI_th,3
From Figure 6, we found that the KPI_Diff defined in Option 2 fails to output correct values to reflect the performance of monitoring.  We believe there is a typo in the definition where the KPI_Diff should be defined as . With such correction, the value of KPI_Diff is shown in following Figure 7, which are more reasonable.
[image: ]
Figure 7.  KPI_Diff value after correcting the typo in agreements.
Proposal 1: Correct the typo in the agreement related to KPI_Diff calculation of RAN1 #112bis-e as following,
	Agreement
To evaluate the performance of the intermediate KPI based monitoring mechanism for CSI compression,  is in forms of
· Option 1: Gap between  and , i.e. ; 
· Monitoring accuracy is the percentage of the samples for which , where  is a threshold of the intermediate KPI gap.
· Option 2: Binary state where  and  have different relationships to their threshold(s), i.e., , where  can be same or different from 
· Monitoring accuracy is the percentage of the samples for which .
· FFS other metrics: Misdetection, False alarm, etc.
· FFS the values of , , .
· FFS whether/how to evaluate the monitoring metrics for Rank>1


After the correction, we have following observations on Option 2 of the KPI_Diff calculations.
Observation 9: When either KPI_Actual or KPI_Genie falls into the rage [KPI_th,3, KPI_th,2], the KPI_Diff is always 0 no matter how large the gap between KPI_Actual and KPI_Genie is.
Based on this observation, we do not think Option 2 is good performance metric to evaluate the monitoring and have following proposal,
Proposal 2: Use Option 1 as mandatory metric for the evaluation of intermediate KPI based monitoring and FFS other metrics.
Following we show the evaluation results adapting KPI_Diff calculation Option 1. In our evaluations, we use SGCS as the intermediate KPI and the number of test samples (K) is set to 1 and 10, respectively.
[image: ]
Figure 8. CDF of SGCS Diff in absolute value when K=1
[image: ]
Figure 9. CDF of SGCS Diff in percentage value when K=1
Figure 8 and Figure 9 show the CDF of SGCS Diff in absolute value and percentage value respectively when K=1, which means the SGCS Diff is calculated based on only one sample. 
Observations 10: When KPI_Diff (SGCS Diff) is calculated based on only one test sample (K = 1), 
· It is not necessary to use FLOAT32 format for ground-truth CSI feedback to obtain accurate performance monitoring results.
· When scalar quantization is considered for ground-truth CSI feedback, the bit width for each scalar can be reduced to 4 bits where 95% of the KPI_Actual has a gap less than 5% to the KPI_Genie.
· Since the CSI regeneration model is trained with the datasets in FLOAT32 format, the KPI_Actual is usually smaller than KPI_Genie, which introduces a systematic bias as shown in the CDF figures. After compensating this systematic bias, the performance of monitoring can be further improved.
[image: ]
Figure 10. CDF of SGCS Diff in absolute value when K=10
Figure 10 shows the CDF of SGCS Diff in absolute value and percentage value respectively when K=10, which means the SGCS Diff is calculated based on an averaged value from 10 samples.
Observation 11: When KPI_Diff (SGCS Diff) is calculated based on 10 test sample (K = 10),
· The performance of monitoring can be acceptable with the ground-truth CSI feedback in 4 bit scalar quantization. Especially, after compensating the bias, the variance of KPI_Diff is ignorable.
2. Observations on submitted evaluation results
In this section, we briefly summarize the observations from our submitted results to the result collection sheets.
For the results submitted to Table 1, we have the following observations
Observation 12:
· For Rank 2, AI/ML method outperforms the Rel-16 eType II in term of SGCS. With the low and high feedback overhead, AI-based CSI feedback can obtain around 11% SGCS gains for Layer 1 and 10% SGCS gains for Layer 2; with the medium feedback overhead, AI-based CSI feedback can obtain up to 1.6% SGCS gains for Layer 1 and 1.9% SGCS gains for Layer 2. 
· For Rank 1, AI/ML method also outperforms the Rel-16 eType II in term of SGCS. With the low feedback overhead, AI-based CSI feedback can obtain 13.5% SGCS gains; with the medium feedback overhead, AI-based CSI feedback can obtain 7.9% SGCS gains; with the high feedback overhead, AI-based CSI feedback can obtain 9.3% SGCS gains. 

For the results submitted to Table 2, we have the following observations
Observation 13:
· Generalization can be achieved by training model with dataset with mixed data from various deployment scenario (UMa and UMi). Same method can also be used for scenarios with different UE distributions or different carrier frequencies. 

For the results submitted to Table 3, we have the following observations
Observation 14:
· Scalability on bandwidth and Tx ports 
· Training with mixed bandwidth configurations achieve good generalization performance across all possible bandwidth configurations. This similar trend can also be observed in Tx ports generalization. 
· Scalability on CSI payloads 
· No significant performance degradation can be observed by using unified scalable model compared to payload-specific models. 
· Scalability on Rank 
· Compared with Option3-1, Option3-2 achieves better performance in Layer 1 and slightly degrades in Layer 2. 
3. Conclusion
In this contribution, we discussed evaluation on AI/ML for CSI feedback enhancement. Based on the discussion we made the following observations and proposal.
Observation 1: Compared with Benchmark 2, when using Type 3 training strategy for UE2 training, a significant decrease can be observed.
Observation 2: Compared with Benchmark 2, when using Type 4 training strategy for UE2 training, a slight decrease can be observed.
Observation 3: When trainset on UE2 is different from dataset for NW-side training, the performance of Type 4 training is better than that of Type 3 training.
Observation 4: There is no significant performance loss on SGCS when directly applying a well-trained model based on UMa/UMi dataset to the cases that UE is located in different environment and has different antenna layouts or antenna gain imbalance.
Observation 5: For the cases that UE is in different environment, Type 3 or Type 4 training for adaption to the environment has similar performance with the cases that directly apply the model.
Observation 6: The CSI compression model is robust against non-ideal factors including different UE antenna layout, imbalance of UE antenna gains, or different channel environments.
Observation 7: Due to the mechanisms such as closed-loop MCS selection based on HARQ-ACK, the CQI/RI determination methods do not significantly impact the average packet throughput (about 5% performance loss or less) when the RU is at a low to medium level, or the CSI payload size is at a medium to high level. Only for high RU and low CSI payload case, the CQI/RI determination methods have significant impacts (>13%) on the network performance.
Observation 8: Given the RI determination method with Option 1a CSI, the CQI determination does not significantly impact the average packet throughput.
Observation 9: When either KPI_Actual or KPI_Genie falls into the rage [KPI_th,3, KPI_th,2], the KPI_Diff is always 0 no matter how large the gap between KPI_Actual and KPI_Genie is.
Observation 10: When KPI_Diff (SGCS Diff) is calculated based on only one test sample (K = 1), 
· It is not necessary to use FLOAT32 format for ground-truth CSI feedback to obtain accurate performance monitoring results.
· When scalar quantization is considered for ground-truth CSI feedback, the bit width for each scalar can be reduced to 4 bits where 95% of the KPI_Actual has a gap less than 5% to the KPI_Genie.
· Since the CSI regeneration model is trained with the datasets in FLOAT32 format, the KPI_Actual is usually smaller than KPI_Genie, which introduces a systematic bias as shown in the CDF figures. After compensating this systematic bias, the performance of monitoring can be further improved.
Observation 11: When KPI_Diff (SGCS Diff) is calculated based on 10 test sample (K = 10),
· The performance of monitoring can be acceptable with the ground-truth CSI feedback in 4 bit scalar quantization. Especially, after compensating the bias, the variance of KPI_Diff is ignorable.
Observation 12:
· For Rank 2, AI/ML method outperforms the Rel-16 eType II in term of SGCS. With the low and high feedback overhead, AI-based CSI feedback can obtain around 11% SGCS gains for Layer 1 and 10% SGCS gains for Layer 2; with the medium feedback overhead, AI-based CSI feedback can obtain up to 1.6% SGCS gains for Layer 1 and 1.9% SGCS gains for Layer 2. 
· For Rank 1, AI/ML method also outperforms the Rel-16 eType II in term of SGCS. With the low feedback overhead, AI-based CSI feedback can obtain 13.5% SGCS gains; with the medium feedback overhead, AI-based CSI feedback can obtain 7.9% SGCS gains; with the high feedback overhead, AI-based CSI feedback can obtain 9.3% SGCS gains. 
Observation 13:
· Generalization can be achieved by training model with dataset with mixed data from various deployment scenario (UMa and UMi). Same method can also be used for scenarios with different UE distributions or different carrier frequencies. 
Observation 14:
· Scalability on bandwidth and Tx ports 
· Training with mixed bandwidth configurations achieve good generalization performance across all possible bandwidth configurations. This similar trend can also be observed in Tx ports generalization. 
· Scalability on CSI payloads 
· No significant performance degradation can be observed by using unified scalable model compared to payload-specific models. 
· Scalability on Rank 
· Compared with Option3-1, Option3-2 achieves better performance in Layer 1 and slightly degrades in Layer 2. 
Proposal 1: Correct the typo in the agreement related to KPI_Diff calculation of RAN1 #112bis-e as following,
	Agreement
To evaluate the performance of the intermediate KPI based monitoring mechanism for CSI compression,  is in forms of
· Option 1: Gap between  and , i.e. ; 
· Monitoring accuracy is the percentage of the samples for which , where  is a threshold of the intermediate KPI gap.
· Option 2: Binary state where  and  have different relationships to their threshold(s), i.e., , where  can be same or different from 
· Monitoring accuracy is the percentage of the samples for which .
· FFS other metrics: Misdetection, False alarm, etc.
· FFS the values of , , .
· FFS whether/how to evaluate the monitoring metrics for Rank>1


Proposal 2: Use Option 1 as mandatory metric for the evaluation of intermediate KPI based monitoring and FFS other metrics.
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