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Introduction
In the SID [1], three use cases are included as initial set of use cases for AI/ML for NR air interface. 
Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels
1. 
2. 
3. 
4. 

Also, in RAN#98-e, 6 sub-use cases including BM-case 1 and 2 were confirmed for the initial set of use case. In this contribution, we discuss on these BM sub-use cases.

Discussion
Assist information for training/inference
In previous meetings, there has been some progress on the assist information for UE-side AI/ML model training/inference as captured below.
	Agreement
Regarding the data collection for AI/ML model training at UE side, study the potential specification impact considering the following additional aspects.
· Whether and how to initiate data collection 
· Configurations, e.g., configuration related to set A and/or Set B, information on association/mapping of Set A and Set B
· Assistance information from Network to UE (If supported)
Other aspect(s) is not precluded
Conclusion
Regarding the explicit assistance information from network to UE for UE-side AI/ML model, RAN1 has no consensus to support the following information
· NW-side beam shape information
· E.g., 3dB beamwidth, beam boresight directions, beam shape, Tx beam angle, etc.
· Note: Other information (e.g., relative information) of Tx beam(s) preserving sensitive proprietary information is a separate discussion 
· e.g., some information following the same principle of Rel-17 positioning agreement
Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study potential specification impact of AI model inference from the following additional aspects on top of previous agreements: 
· Indication of the associated Set A from network to UE, e.g., association/mapping of beams within Set A and beams within Set B if applicable
· Beam indication from network for UE reception
· Note: The second bullet may or may not have additional specification impact (e.g., legacy mechanism may be reused).



For this issue, we should note that the DL beams of DL resources is totally transparent to UE by current specification. In the case that Set B is a subset of Set A, for example, UE has no idea about the beams included in Set A but not in Set B since there may be no live measurement on those beams and no additional information from NW neither. According to the conclusion made in RAN1#112, on the other hand, providing explicit information about NW-side beam shape to UE is precluded in order to keep vendor-specific proprietary information outside 3GPP. In order to meet these competing demands, we can consider approaches where information of Set A/Set B beams are represented in a logical domain/space which may provide ‘relative’ information between beams. For an example, NW may provide 2D/3D coordinate information about Tx beam boresight direction, e.g. (x1, y1, z1) for RS#a, (x2, y2, z2) for RS#b, where the coordinate axes may be decided by NW implementation (i.e. not necessarily same as global coordinate axes) or may be defined in a logical space so that it does not provide ‘physical’ implementation of beams, rather it is about ‘relative’ Tx beam angle difference of RSs comprising Set A and/or Set B. For another example, Set A beams can be represented as a linear combination of Set B beams, analogous to type-II CSI codebook.
Proposal #1: For the UE AI/ML model training and inference, assist information on relation/association between Set A beams and Set B beams should be provided to UE. To represent beams in Set A and/or Set B while preserving sensitive proprietary information, consider following exemplary methods.
· Set A beams are represented by LC coefficients of Set B beams
· Tx beam directions are represented as ordered numbers on a 2D or 3D coordinate
General consideration
Based on discussion in previous meetings, companies seem to have different assumption on Set A beam availability to UE. In our view, it should be assumed that measurements of Set A beams are not available or is available but can be outdated at UE side. In addition, UE is not expected to manage a good Rx beam for each of the Set A beams. If this assumption is broken, we expect negligible or no gain with SD beam prediction compared to legacy BM due to the increased RS and BM overhead.
Proposal #2: It should be assumed that measurements of Set A beams are not available or is available but can be outdated at UE side, and UE is not expected to manage a good Rx beam for each of the Set A beams.
Specification enhancements for UE-sided model
For beam prediction with UE-sided model, some study points have been agreed.
	Agreement
For BM-Case1 with a UE-side AI/ML model, study the potential specification impact of L1 signaling to report the following information of AI/ML model inference to NW 
· The beam(s) that is based on the output of AI/ML model inference
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· FFS: other information

Agreement
For BM-Case2 with a UE-side AI/ML model, study the potential specification impact of L1 signaling to report the following information of AI/ML model inference to NW
· The beam(s) of N future time instance(s) that is based on the output of AI/ML model inference
· FFS: value of N
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· Information about the timestamp corresponding the reported beam(s)
· FFS: explicit or implicit
FFS: other information

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the necessity, feasibility and the potential specification impact (if needed) of the following information reported from UE to network: 
· Predicted L1-RSRP(s) corresponding to the DL Tx beam(s) or beam pair(s)
· Whether/how to differentiate predicted L1-RSRP and measured L1-RSRP
· Confidence/probability information related to the output of AI/ML model inference (e.g., predicted beams)
· FFS: Definition/content of confidence/probability information
Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study potential specification impact of AI model inference from the following additional aspects on top of previous agreements: 
· Indication of the associated Set A from network to UE, e.g., association/mapping of beams within Set A and beams within Set B if applicable
· Beam indication from network for UE reception
· Note: The second bullet may or may not have additional specification impact (e.g., legacy mechanism may be reused).
Agreement
Regarding the data collection at UE side for UE-side AI/ML model, study the potential specification impact of UE reporting to network from the following aspect
· Supported/preferred configurations of DL RS transmission 
· Other aspect(s) is not precluded
Agreement
Regarding the data collection at UE side for UE-side AI/ML model, study the potential specification impact (if any) to initiate/trigger data collection from RAN1 point of view by considering the following options as a starting point 
· Option 1: data collection initiated/triggered by configuration from NW 
· Option 2: request from UE for data collection 
· FFS: details




Regarding the data collection, a UE can report the supported size of Set A/B via UE capability. In addition, if assist information on DL RS is provided to the UE, the UE can select/report preferred Set A among a candidate RS set for Set A to NW in order to maintain UE complexity for prediction and feedback overhead within a reasonable level. Assuming that potential beams for Set A are measurable with a periodicity much longer than that of Set B beams, UE assistance/reporting for determining Set A can be considered.
Proposal #3: Consider UE assistance/reporting for determining Set A, e.g. UE to report preferred Set A among candidate beams of Set A.
Regarding the predicted L1-RSRP report, we think that it is useful for NW to compare beam quality of multiple UEs and/or multiple beams of a same UE. For BM-Case2, time-variation of predicted L1-RSRP can also be considered to be included in the report for helping intra-/extra-polation at NW side. For the predicted beam report with L1-RSRP, one challenge would be how NW can rely on the reported beam ID and/or L1-RSRP value. This issue could be addressed if UE reports confidence/probability information about the predicted beams. For this information, it needs to be clarified whether the confidence/probability is calculated per model/functionality, per report or per report parameter (e.g. beam ID, L1-RSRP). 
Proposal #4: Support predicted L1-RSRP report together with beam(s). For BM-Case2, information on time-variation of L1-RSRP can also be included in the report for helping intra-/extra-polation at NW side. 
Proposal #5: For predicted L1-RSRP report, confidence/probability information may be helpful for NW to decide whether/how to use the reported L1-RSRP. Further study whether the information is per model/functionality, per report or per report parameter.
Proposal #6: For BM-Case2 with UE-sided models, following beam reporting enhancements can be considered
· Report of beam(s) for each future time instance or beam(s) for a time duration, i.e. from the first time instance to the last time instance.
· Report of beam(s) for current time instance for fallback operation
· Report of timestamps by UE or NW to indicate timestamps 

Specification enhancements for NW-sided model
For beam prediction with NW-sided models, some study points have been agreed.
	Agreement
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study potential specification impact on the following L1 reporting enhancement for AI/ML model inference
· UE to report the measurement results of more than 4 beams in one reporting instance
· Other L1 reporting enhancements can be considered

Agreement
Regarding data collection for NW-side AI/ML model, study necessity, benefits and beam-management-specific potential specification impact from RAN1 point of view on the following additional aspects 
· Mechanism related to the reporting
· Additional information for content of the reporting
· FFS:  Information associated with or configured for the reported data samples, e.g., timestamps, SNR, data quality, etc.
· Reporting overhead reduction
· Note1: non-3GPP based solution is a separate issue. 
· Note2: The framework corresponding to higher layer(s) are up to the associated WG(s)
· Note 3: Overhead, UE complexity and power consumption should be considered 



For NW-sided models, more than 4 beam report from UE would be beneficial for NW-side data collection for training/inference/monitoring. For this, the following two approaches have been identified, 
· Opt1. L1 beam report enhancement for >4 beams
· Opt2. Defining higher-layer based beam measurement collection procedure for >4 beams
Opt2 is one possible approach as 3GPP has similar measurement collection features, e.g. for Minimization of Drive Tests (MDT). As we are in SI phase, i.e. not necessarily down-select one option between the two, we suggest that RAN1 should focus on RAN1 solution and leave Opt2 for study in RAN2.
Proposal #7: RAN1 should focus on potential enhancement on L1 beam report, and leave the higher-layer based approach for beam measurement collection to RAN2.
In addition to the beam reporting enhancement, beam indication enhancement should also be considered. Similar to the observation/discussion previously, UE can measure and maintain its Rx beam only for Set B beams, and not possible for Set A beams. Thus, beam indication should also be based on Set B beams. Alternatively, NW may ensure transmission of non-outdated Set A beams for the UE, e.g. aperiodically for UE to find Rx beam for it but this approach requires extra RS overhead for transmitting Set A beams and extra delay on beam application. Thus, we propose the following: 
Proposal #8: For NW-sided models, in addition to beam reporting enhancements, beam indication enhancement should be considered that TCI/QCL RS should be represented based on Set B beams of which UE can measure and maintain its Rx beam.
For NW-side AI/ML models, NW can use its own measurement as training/validation/testing dataset for AI/ML model. In addition, beam related UE reporting quantity can be used as input parameter for the AI/ML model. For example, legacy beam reporting and/or CSI reporting can be used as input or assist data for NW-side AI/ML model to predict future DL beams. Also, positioning related UE reporting can also be used for DL beam prediction, since UE position is highly related with DL beam to be served for the UE. Additional UE reporting can also be considered for improving the DL beam prediction performance. For example, UE data attained from sensors such as velocity, orientation, or rotation can be formatted to a non-proprietary information and reported to NW so that it can be used as input for the NW-side AI/ML model. Also, more refined or detailed beam reporting, e.g., tendency/variance of best N beam(s) and/or past/present best N beam(s) per time stamp, can be considered, which can also be used as input data for NW-side AI/ML model. In addition to the UE reporting, enhancements on beam indication can also be considered. For example, in UE group based mobility scenarios like UEs in a train or bus, NW-side AI/ML could predict future beam for the group of UEs so that NW may indicate multiple beams for multiple time instances for one or multiple group(s) of UEs.
Proposal #9: For NW-sided AI/ML in BM-Case2, consider enhancements on UE reporting and beam indication.
Performance monitoring and LCM aspect
For model performance monitoring and LCM, the following agreements were made.
	Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation

Agreement
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the NW-side model monitoring:
· NW monitors the performance metric(s) and makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
Agreement
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the potential specification impacts from the following aspects
·  Beam measurement and report for model monitoring
· Note: This may or may not have specification impact
Agreement
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the necessity and the potential specification impacts from the following aspects:
· UE reporting of beam measurement(s) based on a set of beams indicated by gNB 
· Signaling, e.g., RRC-based, L1-based
· Note: Performance and UE complexity, power consumption should be considered
Agreement 
Regarding the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives (including feasibility/necessity) with potential down-selection:
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
· Alt.3: Performance metric based on input/output data distribution of AI/ML 
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
· Other alternatives are not precluded
· Note: At least the performance and spec impact should be considered

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding NW-side performance monitoring, study the following aspects as a starting point including the study of necessity: 
· Configuration/Signaling from gNB to UE for measurement and/or reporting
· UE reporting to NW (e.g., for the calculation of performance metric) 
· Indication from NW for UE to do LCM operations 
· Other aspect(s) is not precluded
· Note1: At least the performance and reporting overhead of model monitoring mechanism should be considered

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding UE-side performance monitoring, study the following aspects as a starting point including the study of necessity and feasibility: 
· Indication/request/report from UE to gNB for performance monitoring 
· Note: The indictation/request/report may be not needed in some case(s)
· Configuration/Signaling from gNB to UE for performance monitoring
· Other aspect(s) is not precluded




In RAN1#112bis-e, in addition to above agreements, there was intensive discussion on the following proposal.
	Proposal 4.3.1:
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding hybrid performance monitoring, study the following aspects as a starting point including the study of necessity: 
        Configuration/Signaling from gNB to UE for measurement and/or reporting
        UE calculates the performance metric(s) and report it to NW, or report the occurrence of an event based on the performance metric(s) to NW 
o   FFS: definition of an event
        Indication from NW for UE to do LCM operations 
        Other aspect(s) is not precluded
        Note1: At least UE complexity and power consumption, performance, reporting overhead, and latency of model monitoring mechanism should be considered



During the discussion, an issue was identified that the understanding of categorization for performance monitoring is not aligned across companies. It was due to the fact that RAN1 agreed 3 categories for model monitoring, but it is unclear whether/how to apply these three categories into performance monitoring for functionality-based LCM. For future discussion (including WI-phase discussion if supported), we suggest to clarify the definitions of the three categories from functionality-based LCM perspective.
Proposal #10: Regarding performance monitoring of UE-sided model, clarify the definitions of the three categories from functionality-based LCM perspective. 
Among the three alternatives for UE-side AI/ML model, Alt1 should be supported as intensively discussed in our companion contribution [2]. UE can perform model performance monitoring, e.g. based on input/output data distribution, applicable condition, etc. by itself, and make decision of model selection/activation/deactivation/switching/fallback operation. For NW to monitor UE-side performance, periodic measurement and reporting from UE is inevitable. Since the additional procedure for NW-side monitoring requires extra UE battery consumption for the periodic reporting, the gain from this approach is very doubtful compared to the UE-side performance monitoring approach. Note that for RLM/BFR, it is UE to monitor link performance, not NW, and UE takes an action only when an event is occurred. On the other hand, from functionality-based LCM perspective, it is natural for NW to make decisions on functionality activation/deactivation/switching. Therefore, we propose the following:
Proposal #11: For UE-sided AI/ML model, it should be UE to calculate performance metric and monitor its performance. NW does final decision for functionality management (e.g. (de)activation, selection) but UE does decision for model management.
For UE-side performance monitoring, request or report from UE to NW may be considered, e.g. to check and compare predicted L1-RSRP with actual L1-RSRP from Set A beam measurement. This may not necessarily be an on-demand procedure since NW could configure and transmit Set A with long periodicity based on UE capability report, thus UE can use the Set A measurement for the purpose of performance monitoring. 
Proposal #12: Further study whether dedicated signaling or procedure for UE-side performance monitoring is necessary by considering that Set A beams could be provided based on UE capability report.
Tx beam vs. BPL prediction for NW-sided model
In previous meetings, there have been different views on the benefit of BPL(beam pair link) prediction by NW-sided AI/ML model in comparison to gNB Tx beam prediction as being adopted currently. Actually, the same discussion had been done during Rel-14/Rel-15 NR study and work item time frame. At that time, proponents of BPL based BM showed performance gain over Tx beam based BM via simulation results but 3GPP finally agreed to adopt Tx beam based BM framework due to the following reasons.
1.	Difficulty on representing UE beams for diverse UE types/shapes
BPL would require UE to report Rx beam ID to NW. But it is nearly impossible to formulate UE beams in a standard form due to very diverse and irregular UE antenna form factor. Beam radiation pattern including beam gain, beam-width, and main/side-lope pattern of Rx beam can be quite different from what we use for computer simulation in 3GPP according to different UE types/shapes. 
2.	Losing UE implementation flexibility and implementation-based beam selection
For BPL based approach, UE should maintain its beam pattern for each beam ID which restrict UE implementation flexibility and precludes UE Rx beam pattern optimization. In addition, it also preclude UE to change to a good beam autonomously, e.g. by sensing UE rotation, blockage, hand-gripping, interference, etc. For example, UE can adjust its beamforming or change to a new Rx beam when UE rotates or when hand-gripping happens in order to maintain the serving gNB Tx beam, which is allowed operation by current specification. Note that QCL information is about gNB reference signal so that it is up to UE implementation on how to maintain a good Rx beam for the serving gNB Tx beam. By adopting BPL based BM, we should break this agreed principle of BM, risking a situation that UE should maintain a bad beam even if UE knows that it is now BAD. 

As observed above, the performance of BPL based BM can be worse than Tx beam based BM in real world and these reasons remain unchanged regardless of applying AI/ML for BM or not. Thus, the agreed principle for BM in 3GPP should not be broken.
Proposal #13: For NW-sided model, Tx beam prediction should only be considered.

Conclusion
In this contribution, we provided our view on the potential use cases and specification impact on AI/ML for beam management and the followings are proposed.
Proposal #1: For the UE AI/ML model training and inference, assist information on relation/association between Set A beams and Set B beams should be provided to UE. To represent beams in Set A and/or Set B while preserving sensitive proprietary information, consider following exemplary methods.
· Set A beams are represented by LC coefficients of Set B beams
· Tx beam directions are represented as ordered numbers on a 2D or 3D coordinate
Proposal #2: It should be assumed that measurements of Set A beams are not available or is available but can be outdated at UE side, and UE is not expected to manage a good Rx beam for each of the Set A beams.
Proposal #3: Consider UE assistance/reporting for determining Set A, e.g. UE to report preferred Set A among candidate beams of Set A.
Proposal #4: Support predicted L1-RSRP report together with beam(s). For BM-Case2, information on time-variation of L1-RSRP can also be included in the report for helping intra-/extra-polation at NW side. 
Proposal #5: For predicted L1-RSRP report, confidence/probability information may be helpful for NW to decide whether/how to use the reported L1-RSRP. Further study whether the information is per model/functionality, per report or per report parameter.
Proposal #6: For BM-Case2 with UE-sided models, following beam reporting enhancements can be considered
· Report of beam(s) for each future time instance or beam(s) for a time duration, i.e. from the first time instance to the last time instance.
· Report of beam(s) for current time instance for fallback operation
· Report of timestamps by UE or NW to indicate timestamps 
Proposal #7: RAN1 should focus on potential enhancement on L1 beam report, and leave the higher-layer based approach for beam measurement collection to RAN2.
Proposal #8: For NW-sided models, in addition to beam reporting enhancements, beam indication enhancement should be considered that TCI/QCL RS should be represented based on Set B beams of which UE can measure and maintain its Rx beam.
Proposal #9: For NW-sided AI/ML in BM-Case2, consider enhancements on UE reporting and beam indication.
Proposal #10: Regarding performance monitoring of UE-sided model, clarify the definitions of the three categories from functionality-based LCM perspective. 
Proposal #11: For UE-sided AI/ML model, it should be UE to calculate performance metric and monitor its performance. NW does final decision for functionality management (e.g. (de)activation, selection) but UE does decision for model management.
Proposal #12: Further study whether dedicated signaling or procedure for UE-side performance monitoring is necessary by considering that Set A beams could be provided based on UE capability report.
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