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1. [bookmark: _Toc120549591]Introduction
In RAN1#112b meeting [1], the following agreements for AI/ML for beam management have been approved. 
Agreement
Regarding the data collection at UE side for UE-side AI/ML model, study the potential specification impact of UE reporting to network from the following aspect
· Supported/preferred configurations of DL RS transmission 
· Other aspect(s) is not precluded

Agreement
Regarding the data collection at UE side for UE-side AI/ML model, study the potential specification impact (if any) to initiate/trigger data collection from RAN1 point of view by considering the following options as a starting point 
· Option 1: data collection initiated/triggered by configuration from NW 
· Option 2: request from UE for data collection 
· FFS: details


Agreement
Regarding data collection for NW-side AI/ML model, study the following options (including the combination of options) for the contents of collected data, 
· Opt.1: M1 L1-RSRPs (corresponding to M1 beams) with the indication of beams (beam pairs) based on the measurement corresponding to a beam set, where M1 can be larger than 4, if applicable
· FFS: the range of M1
· Opt.2: M2 L1-RSRPs (corresponding to M2 beams) based on the measurement corresponding to a beam set, where M2 can be larger than 4, if applicable
· FFS: the range of M2
· Opt.3: M3 beam (beam pair) indices based on the measurement corresponding to a beam set, where M3 can be larger than 4, if applicable
· FFS: the range of M3
· FFS: How to select the M1/M2/M3 beam(s) or beam pair(s)
· Note: Overhead, UE complexity and power consumption should be considered for the above options


Agreement
Regarding data collection for NW-side AI/ML model, study necessity, benefits and beam-management-specific potential specification impact from RAN1 point of view on the following additional aspects 
· Mechanism related to the reporting
· Additional information for content of the reporting
· FFS:  Information associated with or configured for the reported data samples, e.g., timestamps, SNR, data quality, etc.
· Reporting overhead reduction
· Note1: non-3GPP based solution is a separate issue. 
· Note2: The framework corresponding to higher layer(s) are up to the associated WG(s)
· Note 3: Overhead, UE complexity and power consumption should be considered 


Agreement
For AI/ML performance monitoring for BM-Case1 and BM-Case2, study potential specification impact of at least the following alternatives as the benchmark/reference (if applicable) for performance comparison:
·        Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams from Set A)
o   FFS: gNB configures one or multiple sets for one or multiple benchmarks/references
·        Alt.4: Measurements of the predicted best beam(s) corresponding to model output (e.g., Comparison between actual L1-RSRP and predicted RSRP of predicted Top-1/K Beams)
·        FFS:
o   Alt.3: The beam corresponding to some or all the indicated/activated TCI state(s)   
·        Other alternative is not precluded. 
In this contribution, we concentrate on studying spatial domain beam prediction sub use case BM-Case1 and discuss the potential specification impact.
2. Discussion on specification impact of BM-Case 1
In this section, we discuss the specification impact of BM-Case1, including the data collection, inference procedure, and model monitoring. 
For data collection and inference of Tx-Rx beam pair prediction at NW side, on the basis that the prediction performance under different UE rotation and Rx beam structure is verified by evaluation, the feasibility of beam pair prediction is verified in 9.2.3.1, then it is meaningful to discuss subsequent spec impact. Similarly, for data collection and inference of Tx-Rx beam pair prediction at UE side, on the basis that the prediction performance under different Tx beam structure is verified by evaluation, then it is meaningful to discuss subsequent spec impact.
2 
Data collection
For AI/ML based beam management, how to collect the data for training, testing, and performance monitoring should be considered. 
Data collection at NW side
For Tx-Rx beam pair prediction, if data collection is performed at the NW side, one key point is how to align the common understanding between NW and UE on the mapping between beam pairs and UE’s Rx beams, especially considering rotation and Rx beam structure of different UEs. One possible way is that UE can report the number of Rx beams to the network, and network inform the number of Tx beams to the UE implicitly by RS configuration, then both sides can employ a pre-defined rule to determine the beam pair ID. 
Proposal 1: For Tx-Rx beam pair prediction with AI/ML model training at NW side, study how to align the understanding of beam pair ID between the NW and the UE.
For DL Tx beam prediction, the following Rx beam assumptions have been agreed in 9.2.3.1. 
· Option 1: Measurements of the “best” Rx beam with exhaustive beam sweeping for each model input sample
· Option 2: Measurements of specific Rx beam(s)
· Option 3: Measurements of random Rx beam(s) per model input sample
For different options, UE will perform different receiving behaviours, including whether and how to change/sweep the Rx beams. If data collection is performed at the network side, the Rx beam assumption should be aligned between the network and UE. 
Proposal 2: For DL Tx beam prediction with AI/ML model training at NW side, the Rx beam assumption should be aligned between the network and UE.	
Data collection at UE side
For Tx-Rx beam pair prediction, if data collection is performed at UE side, there is no need to disclose the detailed Rx beam information to the network, but some basic information like the required number of samples, the required number of Tx beams in Set B and Set A, the number of Rx beams or repetition number of Tx beams should be reported to the network, then the network transmits the corresponding RS to the UE for generating the training dataset.
For DL Tx beam prediction, if data collection is performed at the UE side, the required number of samples, the required number of Tx beams in Set B and Set A, and Rx beam assumption should be reported to the network. For example, for Rx beam assumption of option 1, the network would transmit the Tx beams of Set B with repetition, since UE would perform Rx beam sweeping to find the “best” Rx beam. For option 2, if only one specific Rx beam is assumed for measurement, there is no need for Tx beam repetition.
Proposal 3: For DL Tx beam prediction with AI/ML model training at UE side, the Rx beam assumption should be aligned between the network and UE.	
Model Inference procedure of BM-Case1
Model inference may perform at NW side or UE side. To increase the prediction accuracy, Top-K best beams (pairs) can be predicted by AI model and the best beams (pairs) can be selected by measuring the L1-RSRP of Top-K best beams (pairs). On the other hand, considering that only measured RS can be used as QCL source, the measurement of the selected best beam is necessary. Thus, after AI-based beam pairs prediction, P2 shall be used to select the best beam (pair). The beam measurement RS overhead includes both the RS corresponding to Tx beams in Set B and the RS corresponding to Tx beams of Top-K beams (pairs).   
Inference at NW side
The model inference procedure of Tx-Rx beam pair prediction at NW side is shown in Fig. 1. 
· Firstly, gNB transmits the corresponding Tx beams of beam pairs in Set B, where beam pairs in Set B may be fixed or variable for different UEs. The detailed configuration of beam pairs in Set B is up to gNB.
· In step 2, UE reports the index and L1-RSRP of measured beam pairs. 
· In step 3, gNB inputs L1-RSRP of measured beam pairs into AI model and outputs the index and L1-RSRP of Top K best beam pairs of Set A..
· In step 4, UE measures L1-RSRP of Top K best beam pairs predicted by AI model.
· In step 5, UE reports the index of transmit beam and L1-RSRP corresponding to the best beam pair.
· In step 6, gNB indicates the beam for DL data transmission.
[image: ]
Fig. 1 Tx-Rx beam pair prediction at NW side.
In step 1, the configuration of beam pair pattern needs further discussion. One method is NW configures both Tx beam id and Rx beam id of a specific beam pair, but we concern whether it is reasonable for NW to determine Rx beam at UE, this may impose much restriction on UE behaviour. Another method is NW configures only Tx beam id and UE determines Rx beam, this provides more flexibility of Rx beam selection. In this way, in step 2, UE needs to report Rx beam related information so that NW knows the index of measured beam pairs and the location of measured beam pairs in AI model input.
Moreover, in step 2, to ensure the accuracy of the beam quality of the measured beam pairs, whether Rel-16/17 differential beam reporting mechanism can be reused should also be studied. The same issue holds for DL Tx beam prediction.
Proposal 4: For BM-Case1 with a network-side AI/ML model, study the following L1 beam reporting enhancement for AI/ML model inference
· How to configure a beam pair pattern from NW to UE
· whether/how Rx beam related information corresponding to a measured Tx beam reported from UE to NW
· the reporting mechanism enhancement (e.g. differential beam reporting)
In step 3, gNB uses the index of measured beam pairs obtained in step 2 when performing AI/ML model inference. .  
In step 4, gNB will transmit the Tx beams corresponding to the Top-K beam pairs for measurement at UE. Since the beam pair ID is mapped to a Tx beam and a Rx beam, the UE will measure the beam pair with corresponding Rx beam, this can be realized by configuring the QCL relation for the RS associated to measured TX beam, or by indicating the beam pair ID for measurement at UE.
In step 5 and step 6, similar as step 4, the beam pair reporting and beam pair indication can be based on the beam pair ID or reuse the legacy beam reporting and beam indication procedure, but the association between beam pair and RS with QCL relation should be defined. 
In RAN1#112b meeting, another raised issue for both Tx beam and beam pair prediction is that, if some UE panels are switched off due to overheating or MPE, the predicted best Rx beam may be from a panel turned off by UE. One method is that NW side acknowledges available Rx beams before beam indication, e.g. before step 1 or in step 4, and indicate best beam pair/Tx beam based on available Rx beams. Another method is up to UE implementation, UE can use wide Rx beam generated by other Rx beam or Rx beam adjacent to best Rx beam for reception.
Proposal 5: For BM-Case1 with a network-side AI/ML model, study the acknowledgement mechanism of available Rx beams for AI/ML model inference.
Inference at UE side
The model inference procedure of Tx-Rx beam pair prediction at UE side is shown in Fig. 2. 
· Firstly, gNB transmits beam pairs in Set B, where beam pairs in Set B may be fixed or variable for different UEs. 
· In step 2, UE inputs L1-RSRP of measured beam pairs into AI model and outputs index and L1-RSRP of Top K best beam pairs among all beam pairs.
· In step 3, UE reports the index of predicted Top K beam pairs, the corresponding L1-RSRP can also be reported optionally. 
· In step 4, UE measures L1-RSRP of top K best beam pairs predicted by AI model.
· In step 5, UE reports the index of transmit beam and L1-RSRP corresponding to the best beam pair.
· In step 6, gNB indicates the beam for communication afterwards.
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Fig. 2 spatial domain beam prediction at UE side
In step 1, similarly as network-side AI/ML model, the issue of beam pair pattern configuration also exists.
In step 3, UE may report Tx beams of Top K beam pairs or report the index of Top K beam pairs among all beam pairs. If only Tx beam information is reported, UCI payload is reduced and the explosion of Rx beam is precluded, but gNB needs to sweep all Rx beams in step 4, resulting in larger measurement overhead and latency. Meanwhile, there seems no difference in spec impact between beam pair prediction and Tx beam prediction during UE-side AI/ML model inference. Due to the performance gain of Top K predicted beam pairs shown in 9.2.3.1, if the value of K is larger than the existing maximum number of reported beam pairs (i.e. 4), the enhancement is also needed for CSI report framework.
Proposal 6: For BM-Case1 with a UE-side AI/ML model, study the following L1 beam reporting enhancement for AI/ML model inference
· How to configure a beam pair pattern from NW to UE
· L1 reporting of more than 4 predicted beams and the associated L1-RSRP (if applicable) in one reporting instance
· whether Rx beam related information corresponding to predicted top K beam pairs reported from UE to NW
· If UE does not report Rx beam related information, additional spec impact compared to DL Tx beam prediction 
Another discussion point of UE-side model is whether to report predicted L1-RSRP in step 3. We think the predicted L1-RSRP can provide the beam quality information to gNB. If all the predicted L1-RSRP of the Top-K beam pairs is low, the gNB may not to continue the following measurements of the Top-K beams, and the gNB can select other Set B beam pair patterns for more accurate beam prediction. Whether the predicted L1-RSRP should be reported can be configured by the gNB.
For Top K beam pairs determined by predicted L1-RSRP, some beam pairs within them may have been measured in step 1, whether to report measured L1-RSRP instead of predicted L1-RSRP for these beam pairs needs discussion. If measured L1-RSRP is reported, the benefit is measurement overhead reduction of step 4, especially when one measured L1-RSRP is larger than all other L1-RSRPs, gNB may directly perform beam indication. 
Proposal 7: For BM-Case1 with a UE-side AI/ML model, whether the predicted L1-RSRP is reported can be configured by the gNB, whether/how to differentiate measured L1-RSRP and predicted L1-RSRP needs further discussion.
In step 4, 5, 6, the procedures are the same as NW-side AI/ML model.
Model monitoring
Model monitoring can identify model performance degradation in time and perform model updating/switching/fallback to guarantee comparatively good system performance, which is important for model life cycle management. 
For BM-Case1, model monitoring performance metric needs to be determined, e.g. beam prediction accuracy related KPI can be used as model monitoring performance metric.
Proposal 8: For model inference of BM-Case1, beam prediction accuracy related KPI can be used as the metric of model performance monitoring.
For UE-side model, the following three different model monitoring mechanisms have been discussed. 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
For UE-side model monitoring, we think the decision of model selection/activation/ deactivation/switching/fallback operation should be reported to the network, and the decision can be applied after UE receiving the acknowledgement from the network. Otherwise, it may cause the misunderstanding of the beam reporting. 
Proposal 9: For BM-Case1 with a UE-side AI/ML model, study the decision report and acknowledgement mechanism for UE-side model monitoring.
For NW-side model monitoring, information needed for UE reporting to NW to calculate the performance metric needs further discussion. For example, if beam prediction accuracy related KPI is applied, L1-RSRP difference of Top-1 predicted beam is reported or index of predicted Top K beams (beam pairs) and Top-1 genie-aided beam  (beam pair) is reported.
Proposal 10: For BM-Case1 with a UE-side AI/ML model, study the information needed for UE reporting to NW to calculate the performance metric for NW-side model monitoring.
For NW-side model, we think NW-side model monitoring can be considered. For NW-side model, if beam prediction accuracy is used as the metric of model monitoring, UE could measure the quality of the beams in Set A to find the Top-1 genie-aided beam, and feedback the results to gNB. The NW can obtain the beam prediction accuracy based on the index of the reported Top-1 genie-aided beam, and then decide whether model updating/switching/fallback is needed. 
Proposal 11: For BM-Case1 with a NW-side AI/ML model, study the following mechanism for model monitoring:
·  NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
3. Discussion on specification impact of BM-Case 2
In this section, we discuss the specification impact of BM-Case2, including the data collection, inference procedure. 
Regarding data collection, spec impact of BM-Case 2 is similar as that of BM-Case 1. 
Model inference procedure of BM-Case 2 at NW and UE side is the same as that of BM-Case 1. When inference is performed at NW side, different from BM-Case1, the spec impact need consider time domain dimension. For example, reporting of multiple past time instances in one reporting instance, UCI overhead reduction for the reporting of measurement results of multiple past time instances (e.g. quality threshold, reporting mechanism enhancement), beam indication of multiple future time instances in one or multiple indication. 
Proposal 12: For BM-Case2 with a network-side AI/ML model, study feasibility, necessity, benefit(s) and potential specification impact from the following additional aspects for AI model inference:
· Beam indication of multiple future time instances for BM-Case2
· FFS: applicable for Top-1 and/or Top-K predicted beams
· Measurement reporting of multiple past time instances in one reporting instance for BM-Case2 
· Overhead reduction for the reporting of L1-RSRP measurement results 
· FFS: e.g. reporting a partial Set B, L1-RSRP quantization, compressed temporal information for BM-Case2, statistics of past measurements for BM-Case2, etc.
· Note: The potential performance gains of measurement reporting should be justified by considering UCI payload overhead
When inference is performed at UE side, due to the performance gain of Top K predicted beam pairs shown in 9.2.3.1, L1 reporting of more than 4 predicted beams and the associated L1-RSRP for whole or part of N time instances in one reporting instance is supported.
Proposal 13: For BM-Case2 with a UE-side AI/ML model, study the necessity, benefit(s), and potential specification impact of AI model inference from the following additional aspects on top of previous agreements: 
· For BM-Case2: L1 Reporting of more than 4 predicted beams and the associated L1-RSRP (if applicable) for at least one of N time instance(s) in one reporting instance
· FFS: values of N (e.g., fixed or variable) 
· FFS: How to reduce the overhead
· Note1: The performance gains should be justified by considering UCI payload overhead
1 
4. Conclusion
In this contribution, we discussed the potential specification impact of BM-Case1 and BM-Case2, and the following proposals are made.
Proposal 1: For Tx-Rx beam pair prediction with AI/ML model training at NW side, study how to align the understanding of beam pair ID between the NW and the UE.
Proposal 2: For DL Tx beam prediction with AI/ML model training at NW side, the Rx beam assumption should be aligned between the network and UE.	
Proposal 3: For DL Tx beam prediction with AI/ML model training at UE side, the Rx beam assumption should be aligned between the network and UE.
[bookmark: _GoBack]Proposal 4: For BM-Case1 with a network-side AI/ML model, study the following L1 beam reporting enhancement for AI/ML model inference
· How to configure a beam pair pattern from NW to UE
· whether/how Rx beam related information corresponding to a measured Tx beam reported from UE to NW
· the reporting mechanism enhancement (e.g. differential beam reporting)
Proposal 5: For BM-Case1 with a network-side AI/ML model, study the acknowledgement mechanism of available Rx beams for AI/ML model inference.
Proposal 6: For BM-Case1 with a UE-side AI/ML model, study the following L1 beam reporting enhancement for AI/ML model inference
· How to configure a beam pair pattern from NW to UE
· L1 reporting of more than 4 predicted beams and the associated L1-RSRP (if applicable) in one reporting instance
· whether Rx beam related information corresponding to predicted top K beam pairs reported from UE to NW
· If UE does not report Rx beam related information, additional spec impact compared to DL Tx beam prediction 
Proposal 7: For BM-Case1 with a UE-side AI/ML model, whether the predicted L1-RSRP is reported can be configured by the gNB, whether/how to differentiate measured L1-RSRP and predicted L1-RSRP needs further discussion.
Proposal 8: For model inference of BM-Case1, beam prediction accuracy related KPI can be used as the metric of model performance monitoring.
Proposal 9: For BM-Case1 with a UE-side AI/ML model, study the decision report and acknowledgement mechanism for UE-side model monitoring.
Proposal 10: For BM-Case1 with a UE-side AI/ML model, study the information needed for UE reporting to NW to calculate the performance metric for NW-side model monitoring.
Proposal 11: For BM-Case1 with a NW-side AI/ML model, study the following mechanism for model monitoring:
·  NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
Proposal 12: For BM-Case2 with a network-side AI/ML model, study feasibility, necessity, benefit(s) and potential specification impact from the following additional aspects for AI model inference:
· Beam indication of multiple future time instances for BM-Case2
· FFS: applicable for Top-1 and/or Top-K predicted beams
· Measurement reporting of multiple past time instances in one reporting instance for BM-Case2 
· Overhead reduction for the reporting of L1-RSRP measurement results 
· FFS: e.g. reporting a partial Set B, L1-RSRP quantization, compressed temporal information for BM-Case2, statistics of past measurements for BM-Case2, etc.
· Note: The potential performance gains of measurement reporting should be justified by considering UCI payload overhead
Proposal 13: For BM-Case2 with a UE-side AI/ML model, study the necessity, benefit(s), and potential specification impact of AI model inference from the following additional aspects on top of previous agreements: 
· For BM-Case2: L1 Reporting of more than 4 predicted beams and the associated L1-RSRP (if applicable) for at least one of N time instance(s) in one reporting instance
· FFS: values of N (e.g., fixed or variable) 
· FFS: How to reduce the overhead
· Note1: The performance gains should be justified by considering UCI payload overhead
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