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1 Introduction
A new study item on Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved in RANP#94e [1]. Some of the objectives of the study item is shown below:
	Study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact.

Use cases to focus on: 
· Initial set of use cases includes: 
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels

Note: the selection of use cases for this study solely targets the formulation of a framework to apply AI/ML to the air-interface for these and other use cases. The selection itself does not intend to provide any indication of the prospects of any future normative project. 

Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback




In RAN1#112b-e meeting, the following agreements were made [2]:
	Agreement
Regarding monitoring for AI/ML based positioning, at least the following entities are identified to derive monitoring metric
· UE at least for Case 1 and 2a (with UE-side model)
· gNB at least for Case 3a (with gNB-side model)
· LMF at least for Case 2b and 3b (with LMF-side model)

Regarding monitoring for AI/ML based positioning, at least the following aspects are identified for further study on benefit(s), feasibility, necessity and potential specification impact for each case (Case 1 to 3b)
· Assistance signaling from LMF to UE/PRU/gNB for UE/gNB-side model monitoring
· Assistance signaling from UE/PRU for network-side model monitoring
· Model monitoring based on provided ground truth label (or its approximation)
· Monitoring metric: statistics of the difference between model output and provided ground truth label
· Provisioning of ground truth label and associated label quality
· Model monitoring using at least statistics of measurement(s) without ground truth label
· Monitoring metric: e.g., statistics of measurement(s) compared to the statistics associated with the training data
· Note1: the measurement(s) may or may not be the same as model input 
· Note2: other monitoring methods (e.g., based on statistics of model output without ground truth label, based UE motion sensor and/or jointly based on multiple monitoring metrics) are not precluded

Regarding LCM of AI/ML based positioning accuracy enhancement, at least for Case 1 and Case 2a (model is at UE-side), further study the following aspects on information related to the conditions 
· What are the conditions for functionality-based LCM
· which aspects should be specified as conditions of a Feature/FG available for functionality
· What are the conditions for model-ID-based LCM
· Which aspects should be considered as additional conditions, and how to include them into model description information during model identification

Working Assumption
Regarding data collection at least for model training for AI/ML based positioning, at least the following information of data with potential specification impact are identified.
· Ground truth label
· At least for model training
· Report from the label data generation entity
· Measurement (corresponding to model input)
· At least for model training
· Report from the measurement data generation entity
· Quality indicator
· For and/or associated with ground truth label and/or measurement at least for model training
· Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity
· RS configuration(s)
· At least for deriving measurement
· Request from data generation entity (UE/PRU/TRP) to LMF and/or as LMF assistance signaling to UE/PRU/TRP
· Note1: there may not be any enhancements on top of existing RS configuration(s) or any new RS configuration(s) for positioning measurement
· Time stamp
· At least for and/or associated with training data for model training
· Separate time stamp for measurement and ground truth label, when measurement and ground truth label are generated by different entities
· Report from data generation entity together with training data and/or as LMF assistance signaling
· Note2: there may not be any enhancements on top of time stamp in existing positioning measurement report or any new time stamp report for positioning measurement
· FFS other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection
· Note3: whether the above information can be applied to other aspects of AI/ML LCM (e.g., updating, monitoring, etc.) can also be discussed
· Note4: transfer of data from the entity generating data to a different entity is not precluded from RAN1 perspective




This contribution provides our views on AI/ML for positioning, particularly on AI/ML assisted positioning to improve positioning accuracy. 
2 Discussions on AI/ML Assisted Positioning

One of examples in AI/ML assisted positioning can be facilitated by utilizing multipath reporting that was introduced in Rel-17, particularly the multiple paths reporting mechanism. For DL-TDOA and Multi-RTT positioning, UE is capable of measuring and reporting a maximum of 8 additional paths. In the measurement report, the indices of the additional paths and the associated relative path power measurement (PRS-RSRPP) for each path could be reported. Likewise in UL case, the gNB could also report multipath measurements (i.e, UL-RSRPP) to LMF. 

By allowing UE/TRP to report the received power of the multipath components, the LMF has the possibility to process and measure in the channel delay domain. Based on the outcome of positioning in Rel-17, it is up to LMF on how to utilize this information (i.e., implementation aspect of LMF). We consider the usage of AI/ML to process such information, including the collected path measurements from UE/TRP, would be beneficial in AI/ML assisted positioning sub use-case, especially to improve the positioning accuracy. 

Multipath measurement and reporting open up a new opportunity for AI/ML deployment, since LMF can collect more detailed channel information from UE/TRP. For example, in the legacy, LMF would only obtain one timing measurement per measurement report. The accuracy of identifying LOS/NLOS mainly relies on the UE. But now the LMF is capable of acquiring multiple path information. Having the path information including relative signal power (PRS-RSRPP) and relative delay of multiple propagation path, LMF can make its own decision on the LOS path identification.

[bookmark: _Toc115172965][bookmark: _Toc115173072][bookmark: _Toc117862814][bookmark: _Toc131515240]Observation 1: The multiple paths reporting from UE/TRP to LMF could assist network-side (e.g., LMF) to make its own decision on LOS path selection.
In principle, the network (specifically, LMF) can collect a huge amount of positioning measurement data which could be from different UEs/gNBs. It enables LMF to further create and train an AI/ML model using the set of collected data.  This method can be particularly used for NLOS mitigation and can achieve an improved detection accuracy. 

The usage of AI/ML can be briefly divided into three phases: 
· Data generation/collection phase
· Model training and updating phase
· Model deployment phase (Inference)

These three phases and the involved communication units are illustrated in Figure 2. In the data generation/collection phase, channel quality and multipath information are generated and collected for further analysis. This procedure is performed by UE or gNB, particularly for the UE with a fixed-location that can provide an exact location. The sources of the data can differ in DL and UL cases. In DL, UE receives the reference signal and processes the data, while in UL, the gNB performs this procedure. After the measurement is performed, LMF collects the results, such as the path information, quality matrix and possible its own location. It should be noted that in this phase, LMF also needs to process and validate the data to further transfer it to a training set as an input to the model training. 

Once LMF collects a certain amount of data, LMF can perform ML model training. Model training step may include model selection, training, validation and testing. Lastly, at the output from the training phase, an inference model will be deployed in UE or gNB or LMF to handle specific inference operation, e.g., NLOS detection. 
Data Collection with processing and validation
(LMF or reference UE/gNB)
Model Training and Updating
(LMF)
Model deployment
(UE/gNB/LMF)


Figure 2: Procedure of Machine learning utilization for positioning.


[bookmark: _Toc101976820][bookmark: _Toc101976858][bookmark: _Ref110937221][bookmark: _Toc115172966][bookmark: _Toc115173073][bookmark: _Toc117862815][bookmark: _Toc131515241]Observation 2: The procedure of AI/ML for positioning can be at least divided in three phases:
1. Data generation/collection with data processing and validation,
2. Model Training and updating,
3. Model deployment.


[bookmark: _Toc134694846]Proposal 1: Support AI/ML with model transfer in which the inference model is either in UE or gNB and LMF to create and train the AI/ML model.

In RAN1#112b-e meeting, the data collection for model training for AI/ML based positioning were discussed and made a working assumptions. We consider the working assumptions are quite reasonable and required so that RAN1 can move forward in making some good progress. We can continue further to scrutinise the details. Hence, we propose to confirm the working assumptions related to the data collection for  model training for AI/ML based positioning made in RAN1#112b-e meeting.

[bookmark: _Toc134694847]Proposal 2: Confirm the working assumptions related to the data collection for  model training for AI/ML based positioning made in RAN1#112b-e meeting

In terms of specification impact on use-case 2a and 2b, two aspects may be relevant. The first aspect is the signalling for training data generation/collection. ML model training relies on the known properties learnt from the training data, which contains measurements from the UE or gNB (as the input to the ML model) and the ground truth value (as the expected output from the ML model given specific input set). Only by feeding the ML model with a sufficiently large input set and the expected output set, LMF can obtain a robust inference model. To fulfil the above requirement, there should be some specific reporting from UE/gNB to LMF to allow the LMF to collect the right information for model training. Therefore, potentially there could be some new specification impact on the reported content dedicated for model training and which has not been supported in Rel.17. 

For example, to train an AI/ML model for NLOS identification, LMF needs to be aware of the true LOS/NLOS labels of the measurements in the training set. These labels can be considered as the ground truth label and it should be informed by the UE, preferably a reference UE or reference gNB which knows its own location. Furthermore, the location information itself can be considered as the ground truth label.

[bookmark: _Toc134694848]Proposal 3: Support the location information (e.g., location of PRU) and LOS information as the ground truth label.

In principle, the UE location can be obtained in various way, such as using RAT-dependent solutions and/or RAT independent solutions, such as GNSS. The UE location based on RAT independent should also be considered at least it is not precluded in this early stage. There are also some other parameters obtained by RAT-independent that can be used (e.g., the usage of barometer sensors, Wi-Fi, Bluetooth, etc). There could be some scenarios where the usage of RAT independent can be beneficial over RAT dependent. 

[bookmark: _Toc134694849]Proposal 4: Support UE generates ground truth label based on NR RAT-dependent and/or NR RAT-independent positioning methods.

The UE/gNB reports channel observation information to the LMF. The channel observation information may consist of the observed power delay profiles (i.e, CIR), power metrics, SNR, other channel characteristics, etc. that may be used as the input for AI/ML assisted positioning, particularly to identify the LOS path and improve the positioning accuracy.

[bookmark: _Ref110937233][bookmark: _Toc115172967][bookmark: _Toc115173074][bookmark: _Toc117862816][bookmark: _Toc131515242]Observation 3: The channel observation (e.g., in a form of CIR, SNR, RSRP) is used as part of the data generation/collection in the creation of training model 

[bookmark: _Ref110937296][bookmark: _Toc118706320][bookmark: _Toc134694850]Proposal 5: Support channel observation as part of the data generation/collection from UE and gNB for downlink and uplink-based positioning, respectively.

In one of the examples of AI/ML assisted, the network (e,g., LMF) trains and create AI/ML model or here, we call it prediction models (PM) given the information from the UE/gNB. Note, we consider the details of the PM creation using AI/ML is up to the implementation. The second aspect is about signalling the prediction model in the model deployment phase (AI/ML model inference). After the model training, the LMF can utilize the model and apply it on the new measurements. But the model may not necessarily be used only in LMF. The UE can also perform the PM deployment or also known as inference. For example, LMF can also report the prediction model to UE and allow them to perform ML inference. This can avoid heavy computation in LMF. 

[bookmark: _Toc118706322][bookmark: _Toc134694851]Proposal 6: Support AI/ML Positioning with model training at LMF and model inference at the UE side.

This process require the transmission of PM to the UE. Hence, we should also consider the inference model structure and size. It is beneficial to provide the inference model in smaller size (without compromising the performance), particularly to the UEs given the environment to the UE operates in. The inference model from LMF to the UE can consider the following aspects:
· The inference model can be partially or fully provided.
· The time validity of the inference model.
· The structure (i.e., number and types of stages, interconnections, etc.) of the predictive neural network as part of the inference model.
· The measurement that the UE should perform associated with the provided inference model.

[bookmark: _Toc118706323][bookmark: _Toc134694852]Proposal 7: On AI/ML model indication, define the inference model (e.g., contents, structure, size) to be provided from LMF to UE/gNB.
To reduce the complexity of data collection and overhead while improving the positioning accuracy, we can consider adopting the distributed deep learning model. For example, multi models are deployed at specified gNBs separately and the number of specified gNBs may be different when some states of channel are changed, but it can be determined by UE based on a pre-threshold, like, choosing reliable gNBs according to certain criteria such as a higher SNR. As an example, it is illustrated in the Figure 3. Here, when the UE moves, the channel environment between each gNB and UE may change, leading to the changes of the number of reliable gNBs. 

[image: ]

Figure 3: the number of positioning gNBs varies with the channel environment

Every model is trained independently by unique propagation channel environment between the deployed gNB and UE. Channel matrix (i. e. complex H matrix) can be expressed as the amplitude and phase information of channel in REs. Hence, it can be the model input for training/inference which can be obtained by estimating SRS when performing UL positioning. There will be multi outputs from different gNBs model, where the outputs are the position feature vector. Another deep learning model is deployed at LMF to fuse the positioning feature from gNBs model for enhancing the positioning accuracy. The information transmitted between UE, gNBs and LMF in positioning with distributed learning model are shown in Figure 4.

[image: ]

Figure 4: procedure of distributed learning model in positioning

As described above, we have evaluated the performance of distributed model and the results are shown in Figure 5. There is a parameter   which express the average number of positioning gNBs. Conventional fingerprint positioning as the baseline is compared with our proposed method with the same simulation environment. It can be observed that the achieved positioning accuracy based on distributed learning model is similar with conventional fingerprint positioning and with the advantage of using less gNBs. We consider the distributed learning model is beneficial and it can be further studied because it can provides good positioning accuracy (i.e., comparable as the finger printing method) and reduces the measurement overhead.  
[image: ]
Figure 5: comparison of CDF of positioning errors for various methods

[bookmark: _Toc117862817][bookmark: _Toc131515243]Observation 4: Distributed learning model can achieve a better positioning accuracy based on training/inference by specific propagation channel environment.

[bookmark: _Toc118706324][bookmark: _Toc134694853]Proposal 8: Distributed learning model for positioning accuracy improvements can be considered.
3 Summary
In this contribution, we have discussed our view on usage of AI/ML for positioning. Our observation are listed below:

Observation 1: The multiple paths reporting from UE/TRP to LMF could assist network-side (e.g., LMF) to make its own decision on LOS path selection.
Observation 2: The procedure of AI/ML for positioning can be at least divided in three phases:
1. Data generation/collection with data processing and validation,
2. Model Training and updating,
3. Model deployment.

Observation 3: The channel observation (e.g., in a form of CIR, SNR, RSRP) is used as part of the data generation/collection in the creation of training model
Observation 4: Distributed learning model can achieve a better positioning accuracy based on training/inference by specific propagation channel environment.

We have also the following proposals:

Proposal 1: Support AI/ML with model transfer in which the inference model is either in UE or gNB and LMF to create and train the AI/ML model.
Proposal 2: Confirm the working assumptions related to the data collection for  model training for AI/ML based positioning made in RAN1#112b-e meeting
Proposal 3: Support the location information (e.g., location of PRU) and LOS information as the ground truth label.
Proposal 4: Support UE generates ground truth label based on NR RAT-dependent and/or NR RAT-independent positioning methods.
Proposal 5: Support channel observation as part of the data generation/collection from UE and gNB for downlink and uplink-based positioning, respectively.
Proposal 6: Support AI/ML Positioning with model training at LMF and model inference at the UE side.
Proposal 7: On AI/ML model indication, define the inference model (e.g., contents, structure, size) to be provided from LMF to UE/gNB.
Proposal 8: Distributed learning model for positioning accuracy improvements can be considered.
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