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1 Introduction
Rel-18 study item on AI/ML for NR air interface has been agreed in RAN#94. Specifically, beam management was agreed as an initial use case. Among the objectives, the scope of this SI mainly includes finalizing representative sub use cases in the agreed use case and assessing potential specification impact for the agreed sub use cases.
[bookmark: OLE_LINK39][bookmark: OLE_LINK40]In RAN1#109 [1], BM-Case1 (spatial-domain beam prediction) and BM-Case2 (time-domain beam prediction) have been agreed as representative sub use cases. In this contribution, we provided our views on the details of BM-Case1 and BM-Case2, and potential specification impacts.
2 [bookmark: OLE_LINK103][bookmark: OLE_LINK104][bookmark: OLE_LINK64][bookmark: OLE_LINK65]Discussion on details of representative sub use cases
In this section, some suggestions on the input and output of BM-Case1 and BM-Case2 are provided.
2.1 Input of BM-Case1 and BM-Case2
For AI/ML input of BM-Case1 and BM-Case2, the following conclusions were reached in RAN1#109 [1] and RAN1#112 [5].
	Conclusion 
Regarding the sub use case BM-Case1, further study the following alternatives for AI/ML input:
· [bookmark: OLE_LINK168][bookmark: OLE_LINK169]Alt.1: Only L1-RSRP measurement based on Set B
· [bookmark: OLE_LINK153][bookmark: OLE_LINK154][bookmark: OLE_LINK155]Alt.2: L1-RSRP measurement based on Set B and assistance information
· [bookmark: OLE_LINK156][bookmark: OLE_LINK159]FFS: Assistance information. The following were mentioned by companions in the discussion:  Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beamwidth, etc.), expected Tx and/or Rx beam for the prediction (e.g., expected Tx and/or Rx angle, Tx and/or Rx beam ID for the prediction), UE position information, UE direction information, Tx beam usage information, UE orientation information, etc.
·  Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: CIR based on Set B
· Alt.4: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.

Conclusion 
Regarding the sub use case BM-Case2, further study the following alternatives of measurement results for AI/ML input (for each past measurement instance):
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt 2: L1-RSRP measurement based on Set B and assistance information
· [bookmark: OLE_LINK180][bookmark: OLE_LINK181]FFS: Assistance information. The following were mentioned by companies in the discussion:, Tx and/or Rx beam angle, position information, UE direction information, positioning-related measurement (such as Multi-RTT), expected Tx and/or Rx beam/occasion for the prediction (e.g., expected Tx and/or Rx beam angle for the prediction, expected occasions of the prediction), Tx and/or Rx  beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam pointing angles beam boresight directions (azimuth and elevation), 3dB beamwidth, etc.) , increase ratio of L1-RSRP for best N beams, UE orientation information
· Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· [bookmark: OLE_LINK174][bookmark: OLE_LINK175]Alt.3: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.

Conclusion
Regarding the explicit assistance information from UE to network for NW-side AI/ML model, RAN1 has no consensus to support the following information
· UE location
· UE moving direction
· UE Rx beam shape/direction

Conclusion
Regarding the explicit assistance information from network to UE for UE-side AI/ML model, RAN1 has no consensus to support the following information
· NW-side beam shape information
· E.g., 3dB beamwidth, beam boresight directions, beam shape, Tx beam angle, etc.
· Note: Other information (e.g., relative information) of Tx beam(s) preserving sensitive proprietary information is a separate discussion 
· e.g., some information following the same principle of Rel-17 positioning agreement


Alt.2: L1-RSRP measurement based on Set B and assistance information
[bookmark: OLE_LINK170][bookmark: OLE_LINK171][bookmark: OLE_LINK196][bookmark: OLE_LINK197][bookmark: OLE_LINK198][bookmark: OLE_LINK206]From the evaluation results provided some companies, if Set B is variable, the performance (e.g., beam prediction accuracy) of model inference using only L1-RSRP measurements based on Set B as AI input will deteriorate. In this case, it is necessary to introduce additional assistance information as AI input, such as angle related information (e.g., Tx/Rx beam angle information, UE direction/orientation information) and positioning related information (e.g., UE position). Furthermore, compared to DL Tx/Rx beam ID, i.e., Alt.3, angle related information can provide better generalization for the AI/ML model.
[bookmark: OLE_LINK259][bookmark: OLE_LINK260][bookmark: OLE_LINK107]Proposal 1: Support angle related information (e.g., beam angle information, UE direction/orientation information) and positioning related information (e.g., UE position) as assistance information.
[bookmark: OLE_LINK209][bookmark: OLE_LINK210]In previous meetings, some companies have raised concerns about proprietary/privacy of some assistance information (e.g., Tx/Rx beam shape/angle/direction, UE location, UE moving direction). For this reason, it was concluded at the last meeting that such assistance information cannot be explicitly disclosed to the other side. From our point of view, considering the irreplaceable importance of the assistance information while avoiding the proprietary/privacy, we should study implicitly providing the assistance information from one side to the other side. For instance, the angle related information can be converted or mapped into another space (e.g., L1-RSRP measurement) based on the trigonometric function and then disclosed in another form.
[bookmark: OLE_LINK187][bookmark: OLE_LINK188][bookmark: OLE_LINK32][bookmark: OLE_LINK213][bookmark: OLE_LINK214]Proposal 2: For avoiding the proprietary/privacy of the angle related information, study to provide the assistance information (e.g., angle related information) implicitly from one side to the other side.
2.2 [bookmark: OLE_LINK147][bookmark: OLE_LINK148][bookmark: OLE_LINK207][bookmark: OLE_LINK208][bookmark: OLE_LINK15][bookmark: OLE_LINK16][bookmark: OLE_LINK26]Output of BM-Case1 and BM-Case2
[bookmark: OLE_LINK53][bookmark: OLE_LINK54]For AI/ML output of BM-Case1 and BM-Case2, the following agreement was reached in RAN1#110 [2].
	[bookmark: OLE_LINK51][bookmark: OLE_LINK52]Agreement
Regarding the sub use case BM-Case1 and BM-Case2, study the following alternatives for AI/ML output:
· Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.2: Tx and/or Rx Beam ID(s) of the N predicted DL Tx and/or Rx beams and  other information
· FFS: other information (e.g., probability for the beam to be the best beam, the associated confidence, beam application time/dwelling time, Predicted Beam failure) 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.3: Tx and/or Rx Beam angle(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams
· E.g., N predicted beams can be the top-N predicted beams
· FFS: details of Beam angle(s)
· FFS: how to select the N DL Tx and/or Rx beams (e.g., L1-RSRP higher than a threshold, a sum probability of being the best beams higher than a threshold, RSRP corresponding to the expected Tx and/or Rx beam direction(s))
· Note1: It is up to companies to provide other alternative(s) 
· Note2: Beam ID is only used for discussion purpose
· Note3: All the outputs are “nominal” and only for discussion purpose
· Note4: Values of N is up to each company. 
· Note5: All of the outputs in the above alternatives may vary based on whether the AI/ML model inference is at UE side or gNB side.
· Note 6: The Top-N beam IDs might have been derived via post-processing of the ML-model output


How to select the N DL Tx and/or Rx beams
[bookmark: OLE_LINK229][bookmark: OLE_LINK230]According to the contributions about evaluations provided some companies in previous meetings, the AI/ML approaches for BM-Case1/2 can divided into the following 2 types:
· Classification: use Set B to predict the best beam ID in Set A.
· In output, each beam in Set A refers to a “category” and corresponds to a probability (i.e., the probability being the best beam).
· Regression: use Set B to predict the qualities (e.g., L1-RSRP) to all beams in Set A.
· In output, each beam in Set A corresponds to a predicted L1-RSRP.
In general, the AI/ML model can output the best beam in Set A, e.g., the beam having the maximum probability for type of classification, or the beam having the maximum predicted L1-RSRP for type of regression.
However, in some cases, more than one best beam in Set A may exist. For example, multiple beams in Set A have high and very close beam qualities in reality. In this case, for type of classification, it is difficult for the AI/ML model to distinguish these beams (i.e., categories) due to they have similar probabilities. For type of regression, these beams may correspond similar predicted L1-RSRP. Furthermore, the above cases may also occur when some unexpected errors of AI/ML model inference happen, e.g., generalization performance of the AI/ML model is impacted. 
[bookmark: OLE_LINK49][bookmark: OLE_LINK50]In any case, the actual best beam is almost one of these predicted beams having the similar beam qualities. Therefore, in order to obtain the actual best beam, these predicted beams should be used as outputs of the AI/ML model, in other words, they should be regarded as candidates of the actual best beam. Ulteriorly, these beams in Set A can be selected according to some pre-defined rules. Specifically, for type of classification, the pre-defined rule can be: a sum probability of being the best beam higher than a threshold. For type of regression, the pre-defined rule can be: L1-RSRP higher than a threshold.
[bookmark: OLE_LINK101][bookmark: OLE_LINK102][bookmark: OLE_LINK186][bookmark: OLE_LINK33][bookmark: OLE_LINK258][bookmark: OLE_LINK108][bookmark: OLE_LINK88][bookmark: OLE_LINK89]Proposal 3: Support selecting Top-N DL Tx and/or Rx beams according to some pre-defined rules, e.g., a sum probability of being the best beam higher than a threshold, L1-RSRP higher than a threshold.
3 [bookmark: OLE_LINK79][bookmark: OLE_LINK83][bookmark: OLE_LINK125][bookmark: OLE_LINK126]Discussion on potential spec impacts for BM-Case1/2
3.1 [bookmark: OLE_LINK46][bookmark: OLE_LINK47][bookmark: OLE_LINK221][bookmark: OLE_LINK222][bookmark: OLE_LINK77][bookmark: OLE_LINK80][bookmark: OLE_LINK81][bookmark: OLE_LINK82][bookmark: OLE_LINK227][bookmark: OLE_LINK228][bookmark: OLE_LINK31]Data collection
[bookmark: OLE_LINK48][bookmark: OLE_LINK55]Regarding data collection for NW-side AI/ML model, the following agreements were reached in RAN1#112bis [6].
	[bookmark: OLE_LINK219][bookmark: OLE_LINK220][bookmark: OLE_LINK61]Agreement
Regarding data collection for NW-side AI/ML model, study the following options (including the combination of options) for the contents of collected data, 
· Opt.1: M1 L1-RSRPs (corresponding to M1 beams) with the indication of beams (beam pairs) based on the measurement corresponding to a beam set, where M1 can be larger than 4, if applicable
· FFS: the range of M1
· Opt.2: sM2 L1-RSRPs (corresponding to M2 beams) based on the measurement corresponding to a beam set, where M2 can be larger than 4, if applicable
· FFS: the range of M2
· Opt.3: M3 beam (beam pair) indices based on the measurement corresponding to a beam set, where M3 can be larger than 4, if applicable
· FFS: the range of M3
· FFS: How to select the M1/M2/M3 beam(s) or beam pair(s)
· Note: Overhead, UE complexity and power consumption should be considered for the above options

Agreement
[bookmark: OLE_LINK74][bookmark: OLE_LINK75]Regarding data collection for NW-side AI/ML model, study necessity, benefits and beam-management-specific potential specification impact from RAN1 point of view on the following additional aspects 
· Mechanism related to the reporting
· [bookmark: OLE_LINK76][bookmark: OLE_LINK78]Additional information for content of the reporting
· FFS:  Information associated with or configured for the reported data samples, e.g., timestamps, SNR, data quality, etc.
· Reporting overhead reduction
· Note1: non-3GPP based solution is a separate issue. 
· Note2: The framework corresponding to higher layer(s) are up to the associated WG(s)
· Note 3: Overhead, UE complexity and power consumption should be considered  


[bookmark: OLE_LINK34][bookmark: OLE_LINK35][bookmark: OLE_LINK56][bookmark: OLE_LINK57]Considering different model training methods (e.g., regression, classification), the above 3 options (including the combination of options) were agreed in previous meeting. Generally, a complete model training consists of training, validation and testing. At least for classification-based training, UE needs to report to NW L1-RSRP measurements (optionally with indications of beam) corresponding to a Set B and beam indice corresponding to the best beam corresponding to a Set A. For classification-based or regression-based validation or testing (also model monitoring), UE needs to report to NW L1-RSRP measurements (optionally with indications of beam) corresponding to a Set B and beam indice(s) corresponding to the best beam(s) corresponding to a Set A. Therefore, regardless of model training method, the combination of Opt.1/2 and Opt.3 should be needed for data collection for model training of NW-side AI/ML model.
NW can collect input data and output data (or labels) based on Opt.1/2 and Opt.3, respectively. Generally speaking, the input data and output data should be collected at the same time, which means that Opt.1/2 and Opt.3 need to be reported simultaneously, i.e., in the same report (or reporting instance). Accordingly, it is necessary to study how to distinguish between input data and output data in the same report (or reporting instance), different groups for input data and output data.
[bookmark: OLE_LINK105][bookmark: OLE_LINK106]Proposal 4: Regarding data collection for NW-side AI/ML model, study to distinguish between input data and output data in the reporting for data collection.
In RAN1#110 [2], the following agreements were reached for relationship between Set B and Set A.
	Agreement 
For the sub use case BM-Case1, support the following alternatives for further study:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The beam patterns of Set A and Set B can be clarified by the companies.

Agreement
For the sub use case BM-Case2, further study the following alternatives:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· Alt.3: Set A and Set B are the same
· Note1: The beam pattern of Set A and Set B can be clarified by the companies.


Set B may be a subset of Set A, or different from Set A. It means that, in the same reporting for data collection, the output data may overlap with the input data, i.e., the contents in Opt.3 may overlap with that in Opt.1/2. For example, the beam indice(s) corresponding to the best beam(s) corresponding to Set A may overlap with the indications of the measured beams corresponding to Set B partially or fully. Due to the fact that data collection is generally periodic, this overlap will result in a significant amount of unnecessary reporting overheads. Therefore, unnecessary reporting overhead reduction should be studied.
[bookmark: OLE_LINK99][bookmark: OLE_LINK100]Proposal 5: Regarding data collection for NW-side AI/ML model, study unnecessary reporting overhead reduction for the reporting for data collection.
According to the following agreement reached in RAN1#110bis [3], the beam pattern Set B may be fixed or variable.
	[bookmark: OLE_LINK62][bookmark: OLE_LINK63]Agreement
· Study the following options on the selection of Set B of beams (pairs) 
· Option 1: Set B is fixed across training and inference
· Option 2: Set B is variable (e.g., different beams (pairs) patterns in each time instance/report/measurement during training and/or inference), FFS:
· Opt A: Set B is changed following a set of pre-configured patterns 
· Opt B: Set B is randomly changed among pre-configured patterns 
· Opt C: Set B is randomly changed among Set A beams (pairs) 
· The number of beams(pairs) in Set B can be fixed or variable
· Note: BM-Case1 and BM-Case2 may be considered for different option. 
· Other options are not precluded. 


If the beam pattern of Set B is variable, NW may configure multiple beam patterns for UE. And UE needs to select one beam pattern as Set B and report measurements corresponding to the selected beam pattern. For instance, the beam pattern having the largest average L1-RSRP or including the beam(s) having the largest L1-RSRP(s) can be selected. In this case, in addition to the measurements corresponding to the selected beam pattern, indication information corresponding to the beam pattern should also be reported.
[bookmark: OLE_LINK232][bookmark: OLE_LINK233][bookmark: OLE_LINK257][bookmark: OLE_LINK182][bookmark: OLE_LINK183][bookmark: OLE_LINK58][bookmark: OLE_LINK59][bookmark: OLE_LINK60][bookmark: OLE_LINK98][bookmark: OLE_LINK86][bookmark: OLE_LINK87]Proposal 6: Regarding data collection for NW-side AI/ML model, study indication information corresponding to beam pattern for content of the reporting.
3.2 Model monitoring
For model monitoring for UE-side AI/ML model, three monitoring methods including UE-side, NW-side and hybrid performance monitoring have been agreed in RAN1#110bis [3].
	Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· [bookmark: OLE_LINK244][bookmark: OLE_LINK247]NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation


For hybrid performance monitoring, the following proposal was captured in RAN1#112bis [6].
	Proposal 4.3.1: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding hybrid performance monitoring, study the following aspects as a starting point including the study of necessity: 
· Configuration/Signaling from gNB to UE for measurement and/or reporting
· UE calculates the performance metric(s) and report it to NW, or report the occurrence of an event based on the performance metric(s) to NW 
· FFS: definition of an event
· Indication from NW for UE to do LCM operations 
· Other aspect(s) is not precluded
· Note1: At least UE complexity and power consumption, performance, and reporting overhead, and latency of model monitoring mechanism should be considered


[bookmark: OLE_LINK72][bookmark: OLE_LINK73][bookmark: OLE_LINK110][bookmark: OLE_LINK177][bookmark: OLE_LINK38]Regarding hybrid performance monitoring, UE is responsible for monitoring (i.e., calculating) the performance metric(s). From our point of view, we should study what information needs to be reported to NW. Naturally, UE can directly report the calculated performance metric(s), such as beam prediction accuracy related KPIs, link quality related KPIs, performance metric related to data distribution and L1-RSRP difference. 
[bookmark: OLE_LINK5][bookmark: OLE_LINK6]Alternatively, UE can report some information which are determined based on the calculated performance metric(s). For example, top-1/K or top-K/1 beam prediction accuracy is used as a performance metric, where the value of K actually reflects the K predicted beam(s) that are needed for finding the real best beam (i.e., top-1 genie-aided beam). In our opinion, the value of K needs to be reported to NW. Because based on the reported K, NW can not only make reasonable LCM related decisions (e.g., model selection, model activation/deactivation, model switching, fallback), but more importantly, it can know how many predicted beams are needed for finding the real best beam to allocate reasonable reporting resources for the predicted beams to be reported during model inference. As another example of BM-Case2, each future time instance will correspond to a beam prediction accuracy. Actually, the farther the future time instance is, the lower its corresponding beam prediction accuracy. For a given time instance, maybe not all future time instances correspond to a beam prediction accuracy that satisfies an optimal threshold (e.g., 80%, 85%, 90%, 95%). In other words, only the predicted results at the first F future time instance(s) are reliable, where the value of F is less than the total number of future time instances. In this case, if the value of F is reported, NW can allocate reasonable reporting resources for the predicted results to be reported during model inference.
[bookmark: OLE_LINK96][bookmark: OLE_LINK97][bookmark: OLE_LINK19][bookmark: OLE_LINK20][bookmark: OLE_LINK44][bookmark: OLE_LINK45][bookmark: OLE_LINK254][bookmark: OLE_LINK14][bookmark: OLE_LINK17]Proposal 7: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding hybrid performance monitoring, study the following information for content of UE reporting:
· Calculated performance metric(s).
· [bookmark: OLE_LINK223][bookmark: OLE_LINK224]Information determined based on the calculated performance metric(s), e.g., number of predicted beams, number of future time instances.
3.3 Model inference
As our understanding of selecting the N beams in Section 2.2 <output of BM-Case1 and BM-Case2>, the value of N may be not fixed, i.e., the number of beams satisfying some pre-defined rules may be not fixed. In other words, the number of predicted beams for finding the actual best beam is not fixed. For UE-side AI/ML model, the value of N is determined by UE, but NW is not aware of it. In this case, NW will not be able to configure the number of predicted beams to be reported for UE. Therefore, for model inference for UW-side AI/ML model, the number of predicted beams determined by UE should be provided to NW.
[bookmark: OLE_LINK94][bookmark: OLE_LINK95]Proposal 8: For model inference for UE-side AI/ML model, study to provide to NW the number of predicted beams determined by UE.
[bookmark: OLE_LINK245][bookmark: OLE_LINK246]For model inference for BM-Case2 with NW-side AI/ML model, the following agreement was reached in RAN1#111 [4].
	Agreement
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study potential specification impact on the following L1 reporting enhancement for AI/ML model inference
· UE to report the measurement results of more than 4 beams in one reporting instance
· Other L1 reporting enhancements can be considered


In order to ensure the real-time performance of beam, especially in some scenarios of high speed movement (e.g., HST, freeway), gNB can trigger a P/SP beam report, and UE needs to perform beam measurement and reporting frequently. Based on BM-Case2, it becomes a reality to use the historical beams to predict the future beam(s), which will greatly save overhead of beam measurement and reporting. Specifically, the beams measured in multiple historical time instances are be used to predict the beam(s) in one or more future time instance(s). And the time interval (or time stamp) between the historical or future time instances is generally is the same. It means that, for a triggered P/SP beam report, UE only needs to receive the beams transmitted in partial time instances and measure the beams. And for the future time instance(s) corresponding to the predicted beam(s), UE does not need to receive the beam measurement RS(s) or (and) perform beam measurement and reporting. For this purpose, gNB can release or deactivate the P/SP beam report. However, due to beam tracking may be a long-term, continuous and periodic behavior, gNB needs to configure/release or activate/deactivate the same beam report frequently. Obviously, it will lead to huge and unnecessary overhead of signaling (e.g., RRC, MAC CE). Therefore, for reduction of unnecessary signaling overhead, we should study discontinuous P/SP beam report.
[bookmark: OLE_LINK237][bookmark: OLE_LINK238][bookmark: OLE_LINK70][bookmark: OLE_LINK71][bookmark: OLE_LINK18][bookmark: OLE_LINK42][bookmark: OLE_LINK43][bookmark: OLE_LINK255][bookmark: OLE_LINK256][bookmark: OLE_LINK92][bookmark: OLE_LINK93][bookmark: OLE_LINK249][bookmark: OLE_LINK250]Proposal 9: Regarding model inference for BM-Case2 with NW-side AI/ML model, study discontinuous P/SP beam report.
4 [bookmark: _GoBack]Conclusion
In this contribution, we provided our views on the details of BM-Case1 and BM-Case2, and potential specification impacts. Summarily, we have the following proposals:
Proposal 1: Support angle related information (e.g., beam angle information, UE direction/orientation information) and positioning related information (e.g., UE position) as assistance information.
Proposal 2: For avoiding the proprietary/privacy of the angle related information, study to provide the assistance information (e.g., angle related information) implicitly from one side to the other side.
Proposal 3: Support selecting Top-N DL Tx and/or Rx beams according to some pre-defined rules, e.g., a sum probability of being the best beam higher than a threshold, L1-RSRP higher than a threshold.
Proposal 4: Regarding data collection for NW-side AI/ML model, study to distinguish between input data and output data in the reporting for data collection.
Proposal 5: Regarding data collection for NW-side AI/ML model, study unnecessary reporting overhead reduction for the reporting for data collection.
Proposal 6: Regarding data collection for NW-side AI/ML model, study indication information corresponding to beam pattern for content of the reporting.
Proposal 7: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding hybrid performance monitoring, study the following information for content of UE reporting:
· Calculated performance metric(s).
· Information determined based on the calculated performance metric(s), e.g., number of predicted beams, number of future time instances.
Proposal 8: For model inference for UE-side AI/ML model, study to provide to NW the number of predicted beams determined by UE.
Proposal 9: Regarding model inference for BM-Case2 with NW-side AI/ML model, study discontinuous P/SP beam report.
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