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1 Introduction
 In RAN1 #112bis meeting, general aspects of AI/ML framework were discussed including the terminology definition, model identification/functionality identification, performance monitoring and so on. 
In this contribution, we will continue discussing the remaining issues of life cycle management and share our consideration 
2 Diagram of the LCM framework 
During RAN2# 121 bis meeting, the following agreement was achieved for the general AI/ML framework. 
	Agreement from RAN2#121 bis
1. The general AI/ML framework consist of, (i) Data Collection, (ii) Model Training, (iii) Model Management, (iv) Model Inference, and (v) Model Storage.




In previous meeting, the feature lead also proposed preliminary diagram of the LCM as shown in Figure 1.  Generally, we think this preliminary diagram is a good starting point. Based on this preliminary diagram, we propose the diagram in Figure 2 as the updated version.The following revision or update are considered. 
(1) The block of performance monitoring/ model management is changed to block of model management according to RAN2’s agreement.  

(2) The functionality/model identification process is one important aspect in the whole LCM. This procedure should be reflected in the diagram. In our view, the block of model management is responsible to manage the model or functionality identification. After the model is trained, then related functionality identification or model identification can be performed if needed. Hence, an arrow representing the model/functionality identification is added between the model training block and the model management block. 
(3) The functionality of the arrows should be clearly explained and aligned among all the arrows in the diagram. Now it seems that the arrows have different meaning in the preliminary diagram.  Some arrows represent the contents to be exchanged between two blocks. For example, the arrow between data collection block and block of model training/model management/model inference and the arrow between the model training block and the model storage block. While, some other arrows represent involved process between blocks. For example, the arrow between the block of model management and the model inference block and the arrow between the model storage block and model inference block. In our view, it is more general to make one arrow represent involved procedure. Considering this aspect, the text of arrow between data collection and model training/model management/model inference and the text of arrow between model training block and model storage block is updated to reflect involved procedure. 
(4) For the arrow from model inference block to the model management block, it can be removed. It is already reflected by the arrow between data collection and model management since the collected monitoring data could also include the output of the inference. 
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Figure 1 Preliminary Diagram discussed in RAN1 #112 bis
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Figure 2 Proposed updated diagram of LCM
3 Life Cycle management 
3.1 Data collection

During RAN1 #110 bis meeting, the data collection was discussed including the purpose for data collection. Based on the discussion, the following progress was achieved in RAN1. 

	Conclusion

Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.

FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)




In the commercial deployment, the model training / model update can be performed by the 3GPP network entity or by the proprietary server owned by a UE vendor or chipset vendor. For the AI model trained by UE or UE’s external server, it is likely that UE would initiate the data collection. In this case, UE may request data collection from network. Or UE may request network to perform some operation to assist the data collection, e.g., UE may request network to send some dedicated RS to facilitate the data collection. Considering that AI model trained by the UE’s server is also possible and popular. Then data collection from network to UE and potential network operation to facilitate the data collection on UE side should be supported as well. 
Proposal 1: Data collection from network to UE and potential network operation to facilitate the data collection on UE side should be supported 
In RAN2, discussion on the data collection was carried out. During the discussion, many companies show their confusion about details of the data collection including the requirements and required associated information or assistance information. And the following agreements was achieved in RAN2

	RAN2 #121 agreement

Proposal 4: - Wait for RAN1 requirements before discussing specific data collection solutions for use cases and for the related (LCM) procedures. In the meantime, RAN2 can summarize the implementation of existing frameworks while focusing on different performance metrics.​ 


Considering this situation, it is better for RAN1 to provide some input to RAN2 to facilitate the data collection discussion in RAN2. For the data collection procedure and assistance information, it is under discussion in each use case. But there is little discussion on the data collection requirement. Considering there are some common aspects for the requirement of data collection in different use cases, we think it is better to discuss the data collection requirement in this agenda. 
Proposal 2:  Study the data collection requirement to facilitate RAN2’s discussion
3.2 Functionality/model Identification
During previous meetings, functionality and model related LCM procedures were discussed extensively. And the following progress was achieved. 
	Agreement

For UE-part/UE-side models, study the following mechanisms for LCM procedures:

· For functionality-based LCM procedure: indication of activation/deactivation/switching/fallback based on individual AI/ML functionality

· Note: UE may have one AI/ML model for the functionality, or UE may have multiple AI/ML models for the functionality.

· FFS: Whether or how to indicate Funtionality
· For model-ID-based LCM procedure, indication of model selection/activation/deactivation/switching/fallback based on individual model IDs

Working Assumption 
Terminology
Description
Model identification

A process/method of identifying an AI/ML model for the common understanding between the NW and the UE

Note: The process/method of model identification may or may not be applicable.

Note: Information regarding the AI/ML model may be shared during model identification.

Terminology
Description
Functionality identification

A process/method of identifying an AI/ML functionality for the common understanding between the NW and the UE

Note: Information regarding the AI/ML functionality may be shared during functionality identification.

FFS: granularity of functionality
Agreement

For UE-side models and UE-part of two-sided models:

· For AI/ML functionality identification

· Reuse legacy 3GPP framework of Features as a starting point for discussion.

· UE indicates supported functionalities/functionality for a given sub-use-case.

· UE capability reporting is taken as starting point.
· For AI/ML model identification 

· Models are identified by model ID at the Network. UE indicates supported AI/ML models.

· In functionality-based LCM

· Network indicates activation/deactivation/fallback/switching of AI/ML functionality via 3GPP signaling (e.g., RRC, MAC-CE, DCI). 

· Models may not be identified at the Network, and UE may perform model-level LCM.

· Study whether and how much awareness/interaction NW should have about model-level LCM

· In model-ID-based LCM, models are identified at the Network, and Network/UE may activate/deactivate/select/switch individual AI/ML models via model ID. 

FFS: Relationship between functionality identification and model identification

FFS: Performance monitoring and RAN4 impact 
FFS: detailed understanding on model 

Agreement

· AI/ML-enabled Feature refers to a Feature where AI/ML may be used. 

Agreement

· For functionality identification, there may be either one or more than one Functionalities defined within an AI/ML-enabled feature.

Agreement

· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:

· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.

· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities

· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level

· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.

· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.

· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.

· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).

· FFS: relationship between functionality-based LCM and model-ID-based LCM

· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.




3.2.1 Relationship among feature, sub-use case, functionality, model 

During the discussion, several concepts were defined including AI/ML feature, AI/ML sub-use case, AI/ML functionality, AI/ML model and so on. While, the relationship for these concepts is not crystal clear. In this section, we will share our consideration. 
In our view, one feature could refer to one sub-use case. For the CSI enhancement and beam management, the concept is clear. For the CSI enhancement, we think CSI compression is one feature and the CSI prediction is another feature. For the beam management case, we consider spatial domain prediction is one feature and time domain prediction is another feature. 
While for the positioning, how to define the sub-use case should be aligned. One possible option is to consider the sub-use cases refer to direct AI-based positioning and indirect AI-based positioning. But for the indirect positioning, several different cases are included, e.g., ToA prediction, LOS/NLOS classification. Different cases may have different criteria for the functionality or model development. In addition, different procedure or signalling would be involved in different cases.  To facilitate the LCM procedure, it is better to adopt finer granularity for the feature definition in AI-based positioning use case. In our opinion, the feature or sub-use case can be defined based on the output of the AI model(s). For example, AI-based ToA prediction could be one AI/ML feature and the AI-based LOS/NLOS classification could be another feature. 

Proposal 3: one feature refers to one sub-use case. 

On the base of assumption that one feature refers to one sub-use case, the following relationship among feature, sub-use case, functionality and model can be figured out and the following figure is our understanding. It was agreed that one feature or sub-use case may support one or more than one functionalities and one functionality may have one or more than one models. On the other hand, depending on different implementation, one model may have good scalability capability or good generalization capability. In this case, one model could also support one or more than one functionalities. 
Proposal 4: One model could support one or more than one functionalities. 
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Figure 3 Example of relationship among feature, functionality and model
3.2.2 Remaining issue of Functionality identification / Functionality-based LCM 
During last meeting, it was agreed that functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is (are) supported based on conditions indicated by UE capability. While which aspects should be specified as conditions of a Feature/FG for functionality vary in different use cases.  And it is also premature to discuss the constitution of functionality during the SI phase considering the detailed configuration parameters are not defined during the SI. Considering these aspects, we think this issue should be discussed per use case during the normative work phase. 
Proposal 5 ： Which aspects should be specified as conditions of a Feature/FG  for functionality will be discussed in each sub-use-case agenda during normative work. 
After the functionality identification, how to perform the functionality-based LCM is another remaining issue. Figure. 3 shows our consideration on the general procedure. After the functionality identification, network should identify which functionalities are applicable considering e.g., current channel condition, network interest and/or UE’s status. After figure out the applicable functionalities, network could perform the functionality selection and the functionality configuration.  After the functionality configuration, a step of functionality activation can be further considered, which is similar to the existing functionality configuration and activation confirmation such as SPS.  During the running the functionality, performance monitoring is ongoing. Based on the output of the performance monitoring, functionality or model switch/facllback/deactivation can be performed. For all the steps, performance monitoring may be always performed for the inactive functionalities or activated functionality to facilitate the operation in each step. In addition, in the real implementation, some steps can be merged as one. For example, step 1 and step 2 can be merged or step 2 and step 3 can be merged in different use cases. 
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Figure 4 General functionality-based LCM after functionality identification
Proposal 6: Consider the following steps / components for the functionality-based LCM 

· Step 1: Identify the applicable functionality 

· Step 2: Functionality selection and Functionality configuration 

· Step 3: Functionality activation

· Step 4: Functionality(model) switch/fallback/deactivation；
· Performance monitoring and functionality management for all the steps 
In step 1 to step 4, the knowledge of additional conditions (e.g., scenario, sites or data set) is helpful. In step 1, network could judge whether the functionality is applicable by comparing current scenario with the application scenario of this functionality.  In step 2 and step 3, the network could also select/configure/activate proper functionality for current scenario or site based the application condition of each functionality. In step 4, the network could also monitor the change of application condition, once the application condition doesn’t satisfy the additional condition of the activated functionality, functionality switch or fallback can be triggered. Although in step 1~step 4, only relying the monitoring the output of the activated or inactive models/functionalities without knowing additional conditions of the functionality could also work , it is not efficient. For example, in step 1 or step 2, the network may request UE to execute the inactive model(s) to obtain some output samples and then report the obtained output to network. This procedure would incur additional signalling, power consumption and latency.  While on the other hand,   if network know additional condition such as applicable scenario /site, network could carry out step 1~step 4 without or with less assistance from UE side. Considering this aspect, additional conditions report during functionality identification should be supported.  Likewise, on the UE side, multiple models may be defined for one specific functionality. One model may only target for specific application scenario or specific site. If UE side could acquire some information about current scenario or site from network could also aid the model selection or model switch. 
Proposal 7: Additional conditions could help the functionality management and the model management 

· Additional condition of the functionality can be reported to network during functionality identification
· Mechanism to acquire additional condition from network should be supported to facilitate the model operation on UE side 
3.2.3 Remaining issues of Model identification/Model-ID based LCM  
During last meeting, model identification category was discussed extensively. Since the model identification can be different between the case with model delivery/transfer and the case without model delivery/transfer, we will discuss the model identification category separately for these two cases. 
For the case without model delivery/transfer, we found that the understanding of model identification terminology is not aligned among companies. We will share our understanding on the model identification terminology first. In our understanding, the model identification process is to align the understanding of an AI model which is available on network side or UE side. Three steps or parts are included in the model identification process, aligning the model description information or meta information, model ID alignment and the report of the model availability e.g., via UE capability. Each part may be handled in different way e.g., via offline coordination or via signaling-based coordination. Based on different handling of each part/step of the model identification process, the following 3 model identification types can be figured out as shown in Figure 5.  In this figure, considering the alignment of the model description information and the alignment of the model ID are usually handled together or handled in the same procedure, so same handling is applied for these two parts. 
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Figure 5 Model identification type for the case without model transfer/delivery
For the case with model delivery/transfer, since it contains the case of delivering/transferring full AI model and the case of delivering/ transferring model parameter. So, the model identification not only including aligning the understanding of model description information but also including aligning the model structure for the case of parameter delivery/transfer. Based on different ways in aligning the understanding of model description and the understanding of model structure, the following model identification types can be figured out. 
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Figure 6 Model identification type for the case with model transfer/delivery
Proposal 8: Categorize the model identification for the case without model delivery/transfer and the case with model delivery/transfer separately 

· Consider the following model identification types for the case without model delivery/transfer
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· Consider the following model identification types for the case with model delivery/transfer 
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In RAN2#121, it was agreed “RAN2 assumes that Model ID is unique “globally”.  This global Model ID can be utilized in model transfer and/or test certifications. While for the model activation/deactivation/switch, it is not efficient to use the global model ID considering the bit length of this global model ID is expected to be long. In this case, a local model ID or model index can be defined e.g., within one cell to facilitate the model operation.  During RAN1#112 bis meeting, this issue was also discussed. We think it is necessary to define such local index for efficient signalling. While, the detailed design can be left to the normative work phase. 
Proposal 9: Confirm the necessity of defining local model index. The detailed design can be left to WI phase 
3.2.4 Applicability of identification manners and LCM methods 
3.2.4.1 Applicability of functionality identification 
For the functionality identification, the main purpose is to align the understanding on certain AI-based functionality according to the terminology of functionality identification. From that sense, it seems the network or UE doesn’t need to know much detailed information about the AI model, e.g., how many AI models are deployed for this functionality or what’s the structure of the AI models or the size of the AI models on the other side. Hence, it can only be applied in the following case from our perspective

· AI model is owned by UE and network would be involved the LCM procedure (except model delivery) per functionality  

3.2.4.2 Applicability of functionality identification
According to the terminology, the purpose of the model identification is to enable both the network and UE to refer to the same AI model. In our understanding, compared with functionality identification, it is a kind of identification with finer granularity and it may be applied to the scenarios which require more information alignment. In that sense, at least in the following cases model identification is necessary. 
· Two-sided model

Several sub cases are possible in this case. One is joint training case. In this case, partial model delivery would happen.  In this case, information other than model functionality should be notified in the model identification procedure. For example, the size of the decoder. The second sub case is the separate training of two-sided model. Before the training, it is better to align some structure information during the model identification to make better pairing between the UE side model and the network side model. Even if the encoder and decoder are trained separately, when multiple encoders are prepared, model identification is also necessary to enable network get involved in some LCM procedure per encoder. 
· AI model is owned by UE and network would be involved the LCM procedure (except AI model delivery) per model

In this case, when multiple AI models are developed for one functionality and each AI model may be applied for specific condition. In this case, network may be responsible for the performance monitoring, AI model selection/ activation/deactivation per each model. Thus, network at least need to know the application condition for each AI model and assign model ID to facilitate the AI model activation/deactivation/switch/fallback. 

· AI model is owned by network and UE need to download the AI model from network 

In this case, model identification is also need to provide sufficient information to facilitate the model delivery. The information may include the size/complexity of AI model, application condition, and model representation format. 

Observation 1: Functionality identification can be applied in the following case 

· AI model is owned by UE and network would be involved the LCM procedure (except model delivery) per functionality  

Observation 2: model identification is necessary for the following cases 

· Two-sided model

· AI model is owned by UE and network would be involved the LCM procedure (except model delivery) per model 

· AI model is owned by network and UE need to download the AI model from network

3.2.4.3 Applicability of LCM methods
After the model / functionality identification, related functionality-based or model based LCM would be carried out. For the functionality identification, the LCM granularity can only be operated based on the functionality level. While for the model identification, since the model identification could refer to the supported functionalities, then performing functionality-based LCM is also possible. Since LCM contain multiple procedures such as configuration, switch/fallback, it is also possible that functionality-based operation can be applied for some procedures e.g., functionality configuration and model-level operation can be performed for other procedure, e.g., model switch. Considering these aspects, the application of identification manner and the LCM manner is summarized in Figure 7. 
Observation 3: 

· Functionality-based LCM is applicable for the case with functionality identification

· Both functionality-based LCM and model-based LCM are applicable for the case with model identification  
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Figure 7 Applicability of identification manner and the LCM manner
3.2.5 Applicable functionality/model update  
During last meeting, discussion on the updates of applicable functionalities or applicable UE part/UE-side model(s) was carried out and the following progress was achieved.  
	Agreement

· Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.

· Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.




As for the necessity of the report of update on applicable functionalities or applicable models, we consider supporting update of the applicable functionalities could be useful at least for the following two cases. In Case A, it is possible that with the update of the model or associated model(s) for certain functionality, then applicable scenarios or sites may change accordingly. For example, for one functionality, at the beginning, it can only be applied in the low-speed mobility scenario. With the update of the associated modes, the functionality is applicable in both low-speed mobility scenario and high-speed mobility scenario. In this case, it is benefical to support the report of application scenario update. In case B, since the UE processing status e.g., storage, processing capability and the power will be shared by all the functionalities. With the configuration or activation of some functionality, the available power or storage on UE side may change. For the configured functionalities/models, UE could request NW to stop some functionalities or models.  For the identified functionalities/models which are not configured for current use, UE could also report whether these functionalities/models are applicable or not considering current status. This could avoid network configuring a functionality/model which UE is unable to run. 
· Case A: The update of the functionality or model. 
· Case B: Change of the UE processing status e.g., available power, storage or processing capability. 

As for the detailed mechanism, different mechanisms may be applied for different cases.  Generally, the following two directions can be further discussed. 
· Direction 1- Proactive report: in this direction, once there is change of applicable functionalities, UE would report the change proactively. 
· Direction 2- Passive response: in this direction, UE report the applicable functionalities based on network’s request or configuration 
Proposal 10: Confirm the necessity for UE to report updates on applicable functionality(es) / applicable model(s) among [configured/identified] functionality(es) /model(s)

Proposal 11: Further study the following directions for the report updates on applicable functionality(es) and applicable model(s)

· Proactive report 

· Passive response
3.3 Model Delivery/Transfer  

Before we discuss the detailed procedure of the model delivery or model transfer, one key question is why model delivery/transfer between UE and network is needed. In our understanding, for the AI model training, two aspects should be considered. One is data and the other one is computation power. The network have huge amount of data in various conditions, which could help to develop AI model with good inference accuracy or good generalization capability. In addition, the network own very strong computation power and network is capable of developing excellent AI models. In addition, network could benefit a lot from good AI models. For example, for the CSI compression use case, a good encoder and decoder could enable more accurate CSI feedback and then it is possible for network to schedule more UEs in the same time-frequency resource. In this case, high spectrum efficiency is achieved on the network side. Considering these aspects, at least model delivery/transfer from network to UE should be studied. 
In discussion, one concern for the model delivery/transfer is that it may disclose some proprietary development known-how. In our understanding, the model delivery/transfer is not mandatory, if the operator or network vendor have such concern, then AI model delivery/transfer service can be closed in the network. While on the other hand, if some operator or network vendor is willing to share the AI model considering the potential benefits, then we don’t think we should block this way. Another concern for the model delivery/transfer is that most UEs don’t have the capability of compiling. To our knowledge, if the structure is pre-known on the UE side and only delivering the model parameter, compiling on the device side can be avoided. 
Proposal 12: At least model delivery/transfer from network to UE should be considered. 

3.4 Performance monitoring 

Performance monitoring is used to assess there is need to switch the operation mode or switch the AI models or update the AI models. Two aspects are involved in the performance monitoring. One aspect is when one AI model activated, then performance monitoring is carried out for the ongoing inference operation. Once there is performance degradation, this AI model will be deactivated or be replaced with another AI model. Another aspect is when the AI model is not activated, the processing is performed based on non-AI solution or performance with another AI model, then performance monitoring can be carried out on the AI model not activated to assess whether to activate this potential AI model. 

Proposal 13: study the performance monitoring from the following two aspects

· Monitor the performance of activated AI model to assess whether to deactivate this model or update this model 
· Monitor the possible performance of AI model not activated to assess whether to activate the AI model. 

Since the wireless channel changes very dynamically, inference performance may degrades sharply. When the performance monitoring node and the inference node is different, it is desirable to enable fast performance monitoring report. For example, for the CSI compression use case, if performance monitoring is on the UE side and UE detects the sharp performance degradation. Then UE should inform gNB of the status and request to fall back to the non-AI operation. To enable fast activation or deactivation, RACH based or PUCCH based solution can be considered. For example, dedicated PRACH resource can be defined for the fast performance monitoring. when UEs detect sharp performance degradation, UE could  use this dedicated PRACH resource to indicate the performance deterioration. 
Proposal 14: Study the mechanism to enable fast performance report

3.5 Model activation/deactivation/switch/fallback 
In the real deployment, different wireless scenarios may show quite different characteristics. Only supporting one AI model for all scenarios would be challenging. The first reason is that it is more difficult to achieve perfect inference performance since the AI model can’t extract the scenario-specific feature adequately. Thus, from the perspective application scenario, multiple AI models can be considered to fit different scenarios.  For example, for the AI-based positioning, separate AI model may be defined for IOO scenario and InF scenario.

The second reason is that in this case the size of AI model is usually huge and the processing is more complicated, which would bring implementation difficulty on the UE side. For UE supporting AI operation may have different levels of UE capability on the memory, processing or have different strategy on the power consumption. In this case, different AI model can be considered as well to fit different level of UE capability. 

Observation 4: For a specific function, defining multiple AI models is beneficial 

For the model activation/deactivation/switch or fallback, some processing delay would be incurred. For example, if the UE is work on non-AI status and then network decides to activate one functionality or model, then the UE need to load related AI models from memory or the UE may re-start the AI processing related hardware. Then certain processing delay is possible. In addition, for different operations, maybe the processing delay is different. For example, the processing time to activate one AI model/functionality from non-AI status and the processing time of AI model switching may be different.  In our view, the processing delay should be studied as well. It would impact the interpretation on when the activation/switch/fallback command take effect between network and UE
Proposal 15: Study processing time for the AI model activation/deactivation/switch/fallback 
4 Conclusion
In this contribution, we discussed the remaining issues of AI framework. And our views are summarized as follows
Proposal 1: Data collection from network to UE and potential network operation to facilitate the data collection on UE side should be supported 
Proposal 2:  Study the data collection requirement to facilitate RAN2’s discussion
Proposal 3: one feature refers to one sub-use case
Proposal 4: One model could support one or more than one functionalities. 

Proposal 5 ： Which aspects should be specified as conditions of a Feature/FG for functionality will be discussed in each sub-use-case agenda during normative work

Proposal 6: Consider the following steps / components for the functionality-based LCM 

· Step 1: Identify the applicable functionality 

· Step 2: Functionality selection and Functionality configuration 

· Step 3: Functionality activation

· Step 4: Functionality(model) switch/fallback/deactivation；
· Performance monitoring and functionality management for all the steps 
Proposal 7: Additional conditions could help the functionality management and the model management 

· Additional condition of the functionality can be reported to network during functionality identification

· Mechanism to acquire additional condition from network should be supported to facilitate the model operation on UE side 
Proposal 8: Categorize the model identification for the case without model delivery/transfer and the case with model delivery/transfer separately 

· Consider the following model identification types for the case without model delivery/transfer
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Aligning the understanding of model 

description 

Model ID Alignment Inform the availability of 

mode 

Type A

Offline-based Offline-based  Offline-based 

Type B

Offline-based  Offline-based  Signaling based

Type C

Signaling based Signaling based Signaling based


· Consider the following model identification types for the case with model delivery/transfer 
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description 

Aligningthe understanding of 

model structure

Note

Type M1

Offline-based Offline-based  Only parameter 

delivery/transfer

TypeM2 

Offline-based -- Fullmodel delivery/ transfer 

TypeN1

Signaling-based Signaling-based Only parameter 

delivery/transfer

Type N2

Signaling-based -- Fullmodel delivery/ transfer 


Proposal 9: Confirm the necessity of defining local model index. The detailed design can be left to WI phase 
Proposal 10: Confirm the necessity for UE to report updates on applicable functionality(es) / applicable model(s) among [configured/identified] functionality(es) /model(s)

Proposal 11: Further study the following directions for the report updates on applicable functionality(es) and applicable model(s)

· Proactive report 

· Passive response
Proposal 12: At least model delivery/transfer from network to UE should be considered. 
Proposal 13: study the performance monitoring from the following two aspects

· Monitor the performance of activated AI model to assess whether to deactivate this model or update this model 
· Monitor the possible performance of AI model not activated to assess whether to activate the AI model. 

Proposal 14: Study the mechanism to enable fast performance report

Proposal 15: Study processing time for the AI model activation/deactivation/switch/fallback 
Observation 1: Functionality identification can be applied in the following case 

· AI model is owned by UE and network would be involved the LCM procedure (except model delivery) per functionality  

Observation 2: model identification is necessary for the following cases 

· Two-sided model

· AI model is owned by UE and network would be involved the LCM procedure (except model delivery) per model 

· AI model is owned by network and UE need to download the AI model from network

Observation 3: 

· Functionality-based LCM is applicable for the case with functionality identification

· Both functionality-based LCM and model-based LCM are applicable for the case with model identification  

Observation 4: For a specific function, defining multiple AI models is beneficial 
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