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Introduction
In the previous meetings, RAN1 has agreed to study the following aspects in LCM.
	Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· UE capability and [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability


After then, RAN1 had made several agreements and working assumptions. In this contribution, we share our views on different aspects of LCM.
Discussion
Logical model & physical model
In the previous meeting [1], logical AI/ML model and physical AI/ML model have been introduced. 
	Conclusion
From RAN1 perspective, it is clarified that an AI/ML model identified by a model ID may be logical, and how it maps to physical AI/ML model(s) may be up to implementation.
· When distinction is necessary for discussion purposes, companies may use the term a logical AI/ML model to refer to a model that is identified and assigned a model ID, and physical AI/ML model(s) to refer to an actual implementation of such a model.


A logical AI/ML model is a model used for signaling and can be identified by a model ID. A logical AI/ML model should match its model ID and contains information of model functionality, model applicable conditions, model capability, etc. On the other hand, a physical AI/ML model is a model that tangibly existed. A logical model may be implemented by one or multiple physical model and how a logical model matches to a physical model depends on its implementations. Based on the above, the logical model is a reference model and for model identification, we only have to focus the logical model.

Proposal 1: From RAN1 perspective, the model ID indicates the corresponding logical model.

Proposal 2: The description of a logical model should contain information of model functionality, applicable conditions and model capability. Information of pairing should also be contained in the two-sided model case

Global model ID & local model ID
For model ID, it is firstly agreed to be studied in RAN1 #110-bis-e meeting.
	Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations. 
FFS: Detailed discussion of model ID with associated information and/or model functionality.
FFS: usage of model ID with associated information and/or model functionality-based LCM procedure
FFS: whether support of model ID
FFS: the detailed applicable AI/ML operations


RAN2 had made some agreements for model ID in the previous meetings. RAN2 assume that a model is identified by a model ID. Model ID can be used in LCM including model delivery. In RAN2 #121 meeting, RAN2 assumed that Model ID is unique “globally”, e.g., in order to manage test certification each retrained version need to be identified. Global model ID is necessity in model transfer and/or test certifications. In RAN2 #121-bis-e, RAN2 agreed that model ID can be used to identify model or models for the following LCM purposes: model selection/activation/deactivation/switching (or identification, if that will be supported as a separate step). (e.g. for so called “model ID based LCM”). However, whether global model ID is necessity for model inference in model activation/deactivation/selection/switching should be further discussed. For assigning globally model ID for all AI/ML model, it may cause the signaling overhead. During the last meeting, RAN1 has discussed to propose an agreement for local model ID. For various LCM signaling purpose, the model ID may be locally and temporary. We think that further study the local model ID and share the view to RAN2 is necessary.

Proposal 3: Study necessity and feasibility of local model ID (temporary index) for model control purposes.

Proposal 4: Support sharing the view of local model ID to RAN2.
Conclusion
Logical model & physical model
Proposal 1: From RAN1 perspective, the model ID indicates the corresponding logical model.
Proposal 2: The logical model should contain information of model functionality, applicable conditions and model capability. Information of pairing is also should be contained in the two-sided model case
Global model ID & local model ID
Proposal 3: Study necessity and feasibility of local model ID (temporary index) for model control purposes.
Proposal 4: Support sharing the view of local model ID to RAN2.
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