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Introduction
In the RAN1 #109-e meeting and #110b-e meeting, RAN1 has agreed that for AI/ML-based beam management, support BM-Case1 and BM-Case2 for characterization and baseline performance evaluations [1].
	Agreement
For AI/ML-based beam management, support BM-Case1 and BM-Case2 for characterization and baseline performance evaluations
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· FFS: details of BM-Case1 and BM-Case2
· FFS: other sub use cases
Note: For BM-Case1 and BM-Case2, Beams in Set A and Set B can be in the same Frequency Range
Conclusion 
For AI/ML based beam management, RAN1 has no consensus to support on studying any other sub use case in addition to BM-Case1 and BM-Case2
· Note: this conclusion is independent of the discussion on the alternatives of AI/ML model inputs for BM-Case1 and BM-Case2


In this contribution, we will discuss some details on the sub use cases and potential specification impact on AI/ML for beam management.
Discussion on AI/ML based beam management 
Discussion on BM-Case 1
The spatial beam prediction task aims to select the optimal Tx-Rx beam pair among multiple transmitting and receiving beams. The most simple and intuitive selection method is to traverse the beams from both transmitter and receiver, and select the optimal beam pair according to the measurement results. However, with the increase of the number of beams, the reference signal resources and reporting resources for beam measurement will increase sharply. Therefore, AI/ML technology was introduced in the hope that the global beam result could be inferred from the measurement of a small number of resources, as shown in the figure below.


Figure 1. Diagram of the spatial domain beam prediction.
For AI/ ML-based beam management, in RAN1#109e and RAN1#110, the following agreements were made. Two beam sets are defined for DL beam prediction and DL beam measurement respectively. 
	Conclusion
For the sub use case BM-Case1, consider the following alternatives for further study:
· Alt.1: Set B is a subset of Set A
· FFS: the number of beams in Set A and B
· FFS: how to determine Set B out of the beams in Set A (e.g., fixed pattern, random pattern, …)
· Alt.2: Set A and Set B are different (e.g. Set A consists of narrow beams and Set B consists of wide beams)
· FFS: the number of beams in Set A and B
· FFS: QCL relation between beams in Set A and beams in Set B
· FFS: construction of Set B (e.g., regular pre-defined codebook, codebook other than regular pre-defined one)
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The narrow and wide beam terminology is for SI discussion only and have no specification impact
· Note3: The codebook constructions of Set A and Set B can be clarified by the companies.


If set B is a subset of set A, the mapping between them is relatively easy, for example through an implicit association of location or through an explicit association of resource index. However, if set B and set A are different, for example, set B is composed of wide beams and set A is composed of narrow beams. In this case, there is no way to establish an input-output correspondence based on a simple one-to-one index correspondence. For example, set B contains three beams: Beam1, Beam2, and Beam3, and set A contains six beams: Beam4, Beam5, Beam6, Beam7, Beam8, and Beam9. It is not possible to intuitively determine which narrow beams come from the same wide beam according to the index, so it may be necessary to configure the association between set B and set A by gNB, such as each wide beam corresponds to N narrow beams (for example, N=2, Beam1for set B is associated with Beam4, Beam5 for set A). 
Proposal 1: For sub use cases BM-Case1,
· For Alt 2, the association between set B and set A should be configurated by gNB.
Discussion on BM-Case 2
In high mobility scenarios, UE and gNB would carry out multiple beam measurements in a short time to ensure communication quality, which will certainly bring huge resource overhead. Therefore, in addition to the spatial domain beam prediction, it is necessary to realize the time domain beam prediction. Different from the spatial domain beam prediction, temporal beam prediction includes observation window and prediction window. In observation window, beams in set B will be measured N times at different occasions (the size of N depends on the size of the observation window) and the corresponding N sets measurement results are obtained, which are used as input for the AI/ML model to predict the beam measurement results in the future.


Figure 2. Diagram of the temporal beam prediction.
[bookmark: _Hlk131279049]Different from BM-case1, BM-case 2 can obtain top-K beam corresponding to multiple time points. Therefore, the time information needs to be further considered for the gNB side beam indication and UE side beam reporting. In order to reduce the spec impact, an implicit indication or report of time information can be used, which corresponds to the time position in the predicted order, e.g., the first indication/report beam will be used for the first time instance in the prediction window.
Proposal 2: For sub use cases BM-Case2, implicit indication or report of time information should be considered.
Discussion on BM-Case 1 and BM-Case 2
At the RAN1#111 meeting, the following proposal was reached regarding the predicted beam types：
	[bookmark: _Hlk126937900]Proposal 3.2b: For the sub use case BM-Case1 and BM-Case2, focus on Alt.1 and Alt.3 for the predicted beams for further study with potential down-selection.
· Note1: Alt.1 and Alt.3 were agreed in RAN1#110 meeting as below 
· Alt.1: DL Tx beam prediction
· Alt.3: Beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam)
· Note2: The further down-selection (if any) may depend on whether it is UE-side or NW-side model 


For Alt 1 DL Tx beam prediction, it means that the one or more DL Rx beam will be used to execute DL Tx beam scanning. At this time, corresponding problems will arise, such as how to determine the DL Rx beam (e.g., random selection or based on some prior information). Even if the best Tx beam is obtained by the model inference, subsequent Rx beam scans will be required to get the best TX-Rx beam pair.
The purpose of Alt 3 is to predict the optimal beam pair and ensure that both the receiving and transmitting sides can use the optimal beam. Thus, Alt 3 Beam pair prediction also should be discussed.
Proposal 3: For sub use cases BM-Case1 and BM-Case2, support both Alt 1 and Alt 3.
Potential specification impact
AI/ML model data collection
· UE side model
It has been agreed in the previous meeting that AI/ML model can be trained at UE or NW side. For illustrative purposes, the UE-side model process is shown below. Both model training and inference are carried out by UE.
[image: ]
Figure 3. UE-side model process
Based on the previous conclusion, the last meeting further discussed the possible impact of the specification of data collection at UE side and reached the following agreement.
	Agreement
Regarding the data collection at UE side for UE-side AI/ML model, study the potential specification impact (if any) to initiate/trigger data collection from RAN1 point of view by considering the following options as a starting point 
· Option 1: data collection initiated/triggered by configuration from NW 
· Option 2: request from UE for data collection 
FFS: details


If training is performed at UE side, UE needs to measure the reference signals sent by gNB to obtain the data needed for training. However, at this time, gNB cannot realize that measurement is required from UE side. Thus, UE needs to report relevant information to gNB, such as triggering the sending of measurement resources from gNB side, expected measurement resources on the UE side and so on.
Proposal 4：For UE-side model, support UE to request the data collection and report training-related information, such as expected measurement resources, etc.
· NW side model
For illustrative purposes, the NW-side model process is shown below. Both model training and inference are carried out by NW.
[image: ]
Figure 4. NW-side model process
For the NW-side model, gNB can configure measurement resources and instruct UE to report measurement results. The possible specification impact, however, is that the amount of reporting required is huge. Thus, the amount of information the UE needs to carry may be much greater than is currently allowed. At this time, two aspects need to be considered. First, the number of bits that can be carried by the UE report should be expanded and enhanced. The second is to reduce the load required by UE as much as possible through some escalation enhancements. According to the above consideration, one agreement was reached in last meeting.
	Agreement
Regarding data collection for NW-side AI/ML model, study the following options (including the combination of options) for the contents of collected data, 
· Opt.1: M1 L1-RSRPs (corresponding to M1 beams) with the indication of beams (beam pairs) based on the measurement corresponding to a beam set, where M1 can be larger than 4, if applicable
· FFS: the range of M1
· Opt.2: M2 L1-RSRPs (corresponding to M2 beams) based on the measurement corresponding to a beam set, where M2 can be larger than 4, if applicable
· FFS: the range of M2
· Opt.3: M3 beam (beam pair) indices based on the measurement corresponding to a beam set, where M3 can be larger than 4, if applicable
· FFS: the range of M3
· FFS: How to select the M1/M2/M3 beam(s) or beam pair(s)
Note: Overhead, UE complexity and power consumption should be considered for the above options


For Opt 1, considering the amount of required reporting, the number of report beams is expanded based on existing report framework. And for Opt 2, if UE needs to measure and report all configured resources, only RSRPs without CRI can be reported to reduce the reporting overhead. The corresponding RSRPs can be sorted according to some default rules. Thus, option 1 and option 2 should be considered with high priority.
Proposal 5：For data collection at NW-side, option 1 and option 2 should be considered with high priority.
[bookmark: _Hlk134967456]For the Top-k prediction model, its output is the optimal K beams. At this time, gNB only needs the optimal K beam measurement results and the measurement results of input (set B) to conduct model training, so that UE does not need to report all the measurement results. However, to achieve this training mode, beam management configuration needs to be enhanced. The enhanced configuration informs UE only needs to report the measurement results of set B and/or some measurement results of set A.
[bookmark: _Hlk127452413]Proposal 6：For NW-side model, beam management configuration should be enhanced to inform UE report all the measurement results of set B and/or some measurement results (e.g., Top-k) of set A.
AI/ML model inference
[bookmark: _Hlk131281074]In RAN1#110 and RAN1#110b-e meeting, the following aspects of AI/ML model inference were agreed as starting points for subsequent research:
	[bookmark: _Hlk131281147]Agreement
In order to facilitate the AI/ML model inference, study the following aspects as a starting point:
· Enhanced or new configurations/UE reporting/UE measurement, e.g., Enhanced or new beam measurement and/or beam reporting
· Enhanced or new signaling for measurement configuration/triggering
· Signaling of assistance information (if applicable)
· Other aspect(s) is not precluded
Working Assumption
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the following L1 beam reporting enhancement for AI/ML model inference
· UE to report the measurement results of more than 4 beams in one reporting instance
· Other L1 reporting enhancements can be considered
Agreement
For BM-Case1 with a UE-side AI/ML model, study the potential specification impact of L1 signaling to report the following information of AI/ML model inference to NW 
· The beam(s) that is based on the output of AI/ML model inference
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· FFS: other information
Agreement
For BM-Case2 with a UE-side AI/ML model, study the potential specification impact of L1 signaling to report the following information of AI/ML model inference to NW
· The beam(s) of N future time instance(s) that is based on the output of AI/ML model inference
· FFS: value of N
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· Information about the timestamp corresponding the reported beam(s)
· FFS: explicit or implicit
· FFS: other information


Whether inference is on the UE side or the NW side, the beam indication is an essential step. If the inference is at UE side, after UE reporting Top-K predicted beams, NW will further indicate beams for the second step measurement. If the inference is at NW side, NW has to indicate the  Top-K predicted beams for further measurement or transmission.
From beam indication point of view, the Rel15/16/17 TCI framework can be considered as starting point. UE can be indicated with a TCI state that contains QCL source RS. Based on current specification, multiple DL/joint TCI states and/or UL TCI states can be configured by RRC, which are assumed to cover all possible beams of the serving cell. After RRC (re-)configuration, MAC CE is used to activate some of the TCI states, and DCI can further indicates a DL/joint TCI and/or UL TCI state. If AI/ML based beam prediction is enabled and AI/ML inference is at UE side, UE is able to determine the best Rx beam for each predicted beam. However, if AI/ML inference is at gNB side, when gNB activates one or more TCI states that are not measured by UE, the UE is required to determine the corresponding Rx beam. According to the existing specification, there are two options. First, UE randomly selects Rx beam for receiving. Second, the gNB enables repetition parameter to perform a receiving beam scan so as to obtain the optimal Rx beam. The first option is the simplest but has an impact on transmission performance. Even if the prediction is accurate, performance will drop dramatically due to the incorrect selection of the Rx beam. The second method can find the optimal Rx beam, but requires multiple rounds of Rx beam scanning. Therefore, the Rx beam indication should be enhanced.
Observation 1: For beam indication in BM-Case1 and BM-Case2, the Rel15/16/17 TCI framework can be considered as starting point.
· If AI/ML inference is at NW side, the Rx beam indication/selection needs to be enhanced.
· If AI/ML inference is at UE side, no specification impact is identified
· NW-side model
While some general enhancement directions have been discussed, there are many details that deserve further consideration. With the assumption that AI/ML training and inference are both conducted by gNB, AI/ML related operation can be achieved by gNB implementation. Regarding beam measurement and reporting, the current CSI feedback procedure can be considered as starting point. UE can be configured with one or more resources for measurement in a resource setting. The 1/2-port CSI-RS resource and SSB can also be reused. Regarding beam reporting, UE is required to report sufficient beam measurement results as AI model input. For L1-RSRP reporting in Rel-17, up to four pairs of measurements can be reported by UE. According to the simulation situation of various companies, it is not difficult to find that 16 Tx beams selected from 64 Tx beams is usually considered as the input for AI inference, the current beam reporting architecture is far from sufficient for this requirement. Thus, how to balance the information contained in beam reporting and beam reporting overhead needs to be further studied. For beam pair prediction, one DL Tx beam may be received by multiple Rx beams. This looks like a reverse understanding of group-based beam reporting in R17, where multiple downlink Tx beams are simultaneously received by the UE, and here a single downlink beam is received by multiple receiving beams. Thus, the enhancement for group-based beam reporting can be further studied.
Proposal 7: For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the enhancement for beam reporting to report one DL Tx beam received by multiple Rx beams.
For gNB-side model, the training data and input of the model come from the UE report, so it is necessary to consider the quantization problem. According to the current specification, the quantification rules are: 
· The largest measured value of L1-RSRP is quantized to a 7-bit value in the range [-140, -44] dBm with 1dB step size, and the differential L1-RSRP is quantized to a 4-bit value. 
· The differential L1-RSRP value is computed with 2 dB step size with a reference to the largest measured L1-RSRP value
[bookmark: _Hlk131280902]To reduce the impact of standardization, existing quantitative criteria should be reused.
Proposal 8: For BM-Case1 and BM-Case2 with a network-side AI/ML model, existing quantitative criteria should be reused.
· UE-side model
In RAN1#112 meeting, the following aspect of AI/ML model inference was agreed as starting points for subsequent research:
	Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the necessity, feasibility and the potential specification impact (if needed) of the following information reported from UE to network: 
· Predicted L1-RSRP(s) corresponding to the DL Tx beam(s) or beam pair(s)
· Whether/how to differentiate predicted L1-RSRP and measured L1-RSRP
· Confidence/probability information related to the output of AI/ML model inference (e.g., predicted beams)
· FFS: Definition/content of confidence/probability information
· Note: At least the performance and spec impact should be considered


If AI/ML inference is conducted by UE, there are some potential specification impacts. Regarding beam reporting, different from the current reporting rule, the reporting quantity should be revised to allow UE reporting an index of a beam/resource that was not directly measured. Because when the model is located at the UE side, the UE knows which beams are more conducive to the estimation result as the input of the AI model. Therefore, UE is required to inform the gNB which resources are allocated for measurement. In this case, the measurement results of the beam are not required or cannot be included in the report, so the report without measurement results. In addition, after UE completes beam prediction, Top-K beam will be reported to the gNB. Then the second stage of measurement will be carried out on these K beams. Therefore, the gNB only needs to know which beam needs to be measured, and does not need to obtain the corresponding RSRP value, the beam report without RSRP should be considered.
Proposal 9: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the enhancement for beam report without RSRP.
AI/ML model monitoring
Devices trained for beam prediction may suffer from performance degradation in certain scenarios, deployments, or use cases. A major reason for performance degradation may be that the AI/ML model was not trained enough for a particular scenario. For example, the AI/ML model deployed and activated at the UE side is trained based on a DL TX beam configuration of one gNB. However, in the subsequent transmission, UE may move from this gNB to another gNB. If the DL TX beam configuration is different between different gNBs, it will be difficult for the previous training model to predict the current beam, resulting in performance degradation. Therefore, we need to define a mechanism by which we can monitor the performance of beam prediction. 
In order to determine the good or bad prediction performance of this mechanism, the reference for the performance comparison should be determined first. In RAN1#112bis-e meeting, the following agreement of AI/ML model monitoring weas reached:
	Agreement
For AI/ML performance monitoring for BM-Case1 and BM-Case2, study potential specification impact of at least the following alternatives as the benchmark/reference (if applicable) for performance comparison:
· Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams from Set A)
· FFS: gNB configures one or multiple sets for one or multiple benchmarks/references
·  Alt.4: Measurements of the predicted best beam(s) corresponding to model output (e.g., Comparison between actual L1-RSRP and predicted RSRP of predicted Top-1/K Beams)
·  FFS:
· Alt.3: The beam corresponding to some or all the indicated/activated TCI state(s)   
· Other alternative is not precluded.


Here, for Alt.1, the actual RSRP of Set A/Set B can be directly used to obtain the best beam(s). 
· If set A is used as the reference, the actual best beam can be found, but the actual RSRP needs to be obtained through beam sweeping first, which will inevitably further increase the reporting overhead of UE.
· If set B is used as the reference, then the input RSRP of AI can be directly used to find the “best” beam. In this way, compared with set A as the reference, further reporting overhead is eliminated. However, the “best” beam may not be the actual best beam. In this case, the comparison results are meaningless to the AI model.
Proposal 10: For BM-Case1 and BM-Case2, the configuration of beam set for benchmarks should be further considered.
· The size of set should be reduced as much as possible on the premise that the best beam is included.
In order to evaluate the performance of the prediction results, the performance metric(s) also needs to be further determined, given the above analysis, the RSRP difference can be evaluated by comparing actual RSRP and predicted RSRP which can be used as a performance metric. In addition, the above performance metric can provide a judgment basis for the subsequent adjustment of the transmission scheme. For example, if the performance metric does not reach a certain threshold, the model may need to be further updated or deactivated.
Proposal 11: For BM-Case1 and BM-Case2, the RSRP difference evaluated by comparing actual RSRP and predicted RSRP can be used as a performance metric.
Conclusion 
In this contribution, we provided our opinions on representative sub use cases and potential specification impact on AI/ML for beam management. The following proposals have been achieved:
Proposal 1: For sub use cases BM-Case1,
· For Alt 2, the association between set B and set A should be configurated by gNB.
Proposal 2: For sub use cases BM-Case2, implicit indication or report of time information should be considered.
Proposal 3: For sub use cases BM-Case1 and BM-Case2, support both Alt 1 and Alt 3.
Proposal 4：For UE-side model, support UE to request the data collection and report training-related information, such as expected measurement resources, etc.
Proposal 5：For data collection at NW-side, option 1 and option 2 should be considered with high priority.
Proposal 6：For NW-side model, beam management configuration should be enhanced to inform UE report all the measurement results of set B and/or some measurement results (e.g., Top-k) of set A.
Proposal 7: For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the enhancement for beam reporting to report one DL Tx beam received by multiple Rx beams.
Proposal 8: For BM-Case1 and BM-Case2 with a network-side AI/ML model, existing quantitative criteria should be reused.
Proposal 9: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the enhancement for beam report without RSRP.
Proposal 10: For BM-Case1 and BM-Case2, the configuration of beam set for benchmarks should be further considered.
· The size of set should be reduced as much as possible on the premise that the best beam is included.
Proposal 11: For BM-Case1 and BM-Case2, the RSRP difference evaluated by comparing actual RSRP and predicted RSRP can be used as a performance metric.

Observation 1: For beam indication in BM-Case1 and BM-Case2, the Rel15/16/17 TCI framework can be considered as starting point.
· If AI/ML inference is at NW side, the Rx beam indication/selection needs to be enhanced.
· If AI/ML inference is at UE side, no specification impact is identified
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