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Introduction
In RAN1#112bis-e, BM-specific aspects of AI/ML model life cycle management (LCM) were discussed and some consensuses were achieved, including data collection, model inference, and performance monitoring. Specifically, respective agreements for data collection for NW-side model and UE-side model were reached, including the contents of collected data, reporting overhead reduction, and supported/preferred configurations of DL RS. The potential spec impacts of model inference were discussed without any consensus yet, where there was a heated debate on the necessity of reporting more than 4 predicted beams for a UE-side AI/ML model. Additionally, since it was still quite controversial for the definition of functionality and model, performance monitoring has not progressed much beyond further down-selecting the benchmark for monitoring. In this contribution, we will make some recommendations on sub-use case details and analyse potential specification impacts on AI/ML model LCM.

Details for BM-Case1 and BM-Case2 
Type of beam prediction
In RAN1#112bis-e, the type of beam prediction was discussed for potential down selection. DL Tx beam prediction and beam pair prediction are supported by some companies, and Rx beam prediction is deprioritized since it was argued that it can be transparent to the specification. The controversial part is whether to do the down-selection for NW-side and UE-side model. There are concerns about the NW-side beam pair prediction since it may suffer from the potential risk of disclosing UE Rx beam information.
	Proposal: 
For the sub use case BM-Case1 and BM-Case2, focus on Alt.1 and Alt.3 for the predicted beams for further study
· Note: Alt.1 and Alt.3 were agreed in RAN1#110 meeting as below 
· Alt.1: DL Tx beam prediction 
· Alt.3: Beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam) 

Conclusion:
For the sub use case BM-Case1 and BM-Case2, “Alt.2: DL Rx beam prediction” is deprioritized.


According to the preliminary simulation results provided in our companion contribution [1], both DL Tx beam prediction and beam pair prediction achieve satisfactory beam prediction accuracy, resulting in significant reduction of RS overhead and delay for beam measurement. Besides, we also find that any sampling in the Rx beam space causes severely performance loss due to the lack of spatial channel characteristics after Rx beam sampling. Thus, in the beam pair prediction, it’s better to take measurement results of all Rx beams as the model input instead of performing any sampling in the Rx beam space. Roughly speaking, the Tx beam prediction can be achieved by initiating a P2 beam sweeping procedure for model training and model inference. For the beam pair prediction, it can be achieved by initiating a P1 beam sweeping procedure, which incorporates Tx beam sweeping and Rx beam sweeping simultaneously. More detailed discussion about the potential spec impacts of UE-side beam pair prediction is presented in Section 3.2.4. 
For beam pair prediction, any down sampling in the Rx beam space causes severe performance loss due to the lack of spatial channel characteristics after Rx beam sampling.
The Tx beam prediction and beam pair prediction can be facilitated by initiating a P2 and P1 beam sweeping procedure for model training/inference, respectively.
Support both DL Tx beam prediction and beam pair prediction without any further down-selection.

Construction of Set A and Set B
BM-Case1
Regarding the beam set construction, the following agreement was approved. Wherein, the beam sets for measurement and prediction can be constructed with the same or different beam width.
	Agreement: 
For the sub use case BM-Case1, support the following alternatives for further study:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The beam patterns of Set A and Set B can be clarified by the companies.


As far as we are concerned, both the hierarchical based method in Alt.1 and the sub-sampling-based method in Alt.2 can be considered for spatial domain beam prediction, and down selection may be needed when evaluation results are available. In the sub-sampling-based method in Alt.2, the beam sets for measurement and for prediction originate from the same codebook for beamforming. Therefore, the implementation is relatively simple. In contrast, different codebooks may be used in the hierarchical based method in Alt.1. Different methods of forming wide and narrow beams may have a great impact on AI/ML model inference performance and the quality of existing communication services. Nevertheless, Alt.1 may match more with current specification because SSB (wide beam) has to be sent anyway. 
In the sub-sampling-based method, measurement results on partial beams are used as AI/ML input to predict the beam quality information of the whole beam space. Obviously, the number of beams for measurement (i.e., set B) and for prediction (i.e., set A) is related to the trade-off between inference performance and RS overhead for beam measurement. Specifically, the more beams are used for measurement, the higher would be the RS overhead of beam measurement. At the same time, more channel correlation information can be extracted by the AI/ML model, resulting in better inference accuracy. An ideal approach would be to dynamically learn or adjust the number of beams for measurement according to requirements for beam prediction performance. As for the beam pattern for measurement, the training samples required for a fixed beam pattern are relatively small and a stable performance gain can be obtained compared with a random beam pattern [2]. For the case of the random beam pattern being used, each beam should be accompanied by additional beam ID information, resulting in potential standardization efforts.
The number of beams for measurement (i.e., set B) and for prediction (i.e., set A) is related to the trade-off between inference performance and RS overhead for beam measurement. 
For the beam set construction of BM-Case1, support both the hierarchical based method in Alt.1 (i.e., Set A and Set B are different) and the sub-sampling-based method in Alt.2 (i.e., Set B is a subset of Set A).
BM-Case2
Some companies mentioned that there was no need to define the association between the beam set for prediction and the beam set for measurement. However, as an illustrative use case, the association is necessary when using multiple past SSB measurement information to predict the optimal beam in the future. Therefore, the following agreement was obtained in RAN1#111 for further study. 
	Agreement: 
For the sub use case BM-Case2, further study the following alternatives:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· Alt.3: Set A and Set B are the same
· Note1: The beam pattern of Set A and Set B can be clarified by the companies.


For BM-Case2, both Alt.2 and Alt.3 can be further evaluated in agenda 9.2.3.1, including beam prediction accuracy, RS overhead reduction, and model generalization performance in various scenarios/configurations. According to our preliminary simulation results provided in [1][2], Alt.3 obtains better beam prediction performance than Alt.2, yet consumes more RS overhead. Besides, the specific construction of the beam set for measurement in Alt.2 will also have a great impact on the model inference performance. 
Actually, the working modes of Alt.2 and Alt.3 and the corresponding RS resources/reporting configurations can be quite different. As shown in the following figure, a feasible working mode of Alt.3 maybe to configure/transmit the RS resource set (i.e., set A/B) only in the measurement window to minimize the RS overhead for beam measurement. In this case, the optimal beams within the measurement window and the prediction window are obtained by UE measurement and model prediction, respectively. Besides, the UE only needs to perform beam measurement and reporting during the measurement window if a second stage beam sweeping over top-K beams is not considered. Therefore, for Alt.3, it is necessary to study flexible RS resource set/reporting activation within the measurement window and deactivation within the prediction window, regardless of NW-side model or UE-side model.


Figure 1. Measurement and prediction modes of Alt.3
For Alt.3 (i.e., Set A and Set B are the same) in the beam set construction of BM-Case2, it is useful to configure/transmit the RS resource set (i.e., set A/B) only in the measurement window to minimize the RS overhead for beam measurement.
For Alt.3 (i.e., Set A and Set B are the same) in the beam set construction of BM-Case2, study flexible RS resource set and report configuration within the measurement window and prediction window, regardless of NW-side model or UE-side model.
In Alt.2, as set B is a subset of set A, the optimal beam in all time instances cannot be obtained by UE measurement. A feasible working mode maybe to configure/transmit the RS resource set (i.e., set B) in both the measurement window and the prediction window. In this case, the UE needs to perform beam measurement of set B and reporting of set A in both the measurement window and the prediction window, and the corresponding optimal beams are obtained by a sliding window-based beam prediction. Particularly, the beam measurement of set B in the Nth prediction window is used for data collection of the next (N+1)th inference instance, as illustrated in the following figure. Therefore, the comparison between Alt.2 and Alt.3 needs to take the RS overhead, reporting overhead as well as configuration flexibility into consideration.


Figure 2. Measurement and prediction modes of Alt.2
For Alt.2 (i.e., Set B is a subset of Set A) in the beam set construction of BM-Case2, it is useful to configure/transmit the RS resource set (i.e., set B) in both the measurement window and the prediction window to facilitate a sliding window-based beam prediction.
Additionally, as agreed in agenda item 9.2.3.1, when set B is a subset of set A, set B may be changed following a set of pre-configured patterns, randomly changed among pre-configured patterns or randomly changed among set A beams (pairs). If set B is changed following a set of pre-configured patterns, it can be implemented by configuring one or multiple periodic CSI resource/reporting. However, if set B is randomly changed among pre-configured patterns or among set A beams (pairs), the configuration of the associated CSI resource/reporting becomes more complicated. Therefore, if set B can be changed along different time instances, the study of enhanced resource configuration and activation/deactivation method needs to be considered, including how to flexibly configure/activate/deactivate a beam subset (such as set B) among pre-configured patterns in set A beams (pairs). 
For Alt.2 (i.e., Set B is a subset of Set A) in the beam set construction of BM-Case2, if set B can be changed along different time instances, study enhanced resource configuration and activation/deactivation method to flexibly activate/deactivate a beam subset among pre-configured patterns in set A beams (pairs).

AI/ML model input and output
Regarding the AI/ML model input and output for BM-Case1 and BM-Case2, various assistance information and different alternatives have been proposed. 
	Agreement:
Regarding the sub use case BM-Case1, further study the following alternatives for AI/ML input:
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt.2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companions in the discussion:  Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beamwidth, etc.), expected Tx and/or Rx beam for the prediction (e.g., expected Tx and/or Rx angle, Tx and/or Rx beam ID for the prediction), UE position information, UE direction information, Tx beam usage information, UE orientation information, etc.
·  Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: CIR based on Set B
· Alt.4: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.

Agreement:
Regarding the sub use case BM-Case1 and BM-Case2, study the following alternatives for AI/ML output:
· Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.2: Tx and/or Rx Beam ID(s) of the N predicted DL Tx and/or Rx beams and other information
· FFS: other information (e.g., probability for the beam to be the best beam, the associated confidence, beam application time/dwelling time, Predicted Beam failure) 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.3: Tx and/or Rx Beam angle(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams
· E.g., N predicted beams can be the top-N predicted beams
· FFS: details of Beam angle(s)
· FFS: how to select the N DL Tx and/or Rx beams (e.g., L1-RSRP higher than a threshold, a sum probability of being the best beams higher than a threshold, RSRP corresponding to the expected Tx and/or Rx beam direction(s))
· Note1: It is up to companies to provide other alternative(s) 
· Note2: Beam ID is only used for discussion purpose
· Note3: All the outputs are “nominal” and only for discussion purpose
· Note4: Values of N is up to each company. 
· Note5: All of the outputs in the above alternatives may vary based on whether the AI/ML model inference is at UE side or gNB side.
· Note 6: The Top-N beam IDs might have been derived via post-processing of the ML-model output


As far as we are concerned, focusing the AI/ML input and output on the measured RSRP and/or beam ID is a good starting point. The measured RSRP and beam ID represent the beam quality and beam indicator, respectively, where the beam ID can be implicitly indicated by the RS index or TCI state. In this way, the standardization workload and AI/ML model complexity would be relatively low. Incorporating assistance information such as positioning-related measurements as part of AI/ML input may have potential to improve the beam prediction accuracy, depending on further evaluation results. Meanwhile, it is intuitively beneficial to have more available assistance information related to beam shape, UE location, etc., as AI/ML input to improve the beam prediction accuracy. However, more assistance information also results in more complex neural networks and training overhead. Moreover, the assistance information mentioned in RAN1#111 may be proprietary/privacy information of the gNB or UE, which is difficult to be obtained and shared across vendors. Therefore, for further performance evaluation and to reduce the standardization workload, the L1-RSRP measurement based on set B can be used as the AI/ML input and the predicted L1-RSRP of DL Tx and/or Rx beams can be used as the AI/ML output.
For BM-Case1 and BM-Case2, to reduce standardization workload and avoid privacy/proprietary disclosure issues, the AI/ML input and output can be focused on measured RSRP and/or beam ID.

Potential specification impacts on LCM
In this section, BM-specific aspects of AL/ML model LCM are analyzed, including data collection, model inference, and performance monitoring.
Data collection
Content of collected data
Roughly speaking, for spatial-domain beam prediction, the collected data at least includes the measured L1-RSRP and beam ID. For temporal beam prediction, the collected data at least includes the measured L1-RSRP, beam ID, and corresponding time stamp information, which can be explicit or implicit. Additionally, assistance information such as beam shape or UE mobility related information may needs to be collected together if it is assessed to be necessary in agenda 9.2.3.1.
For BM-Case1 and BM-Case2, the collected data for model training includes the measured L1-RSRP, beam ID, corresponding time stamp information, and other assistance information assessed to be necessary in agenda 9.2.3.1.
An agreement for the content of collected data was reached in RAN1#112bis-e as shown below. However, the range of M beams to be reported/sent and how to select the M beams are still FFS.
	Agreement: 
Regarding data collection for NW-side AI/ML model, study the following options (including the combination of options) for the contents of collected data, 
· Opt.1: M1 L1-RSRPs (corresponding to M1 beams) with the indication of beams (beam pairs) based on the measurement corresponding to a beam set, where M1 can be larger than 4, if applicable
· FFS: the range of M1
· Opt.2: M2 L1-RSRPs (corresponding to M2 beams) based on the measurement corresponding to a beam set, where M2 can be larger than 4, if applicable
· FFS: the range of M2
· Opt.3: M3 beam (beam pair) indices based on the measurement corresponding to a beam set, where M3 can be larger than 4, if applicable
· FFS: the range of M3
· FFS: How to select the M1/M2/M3 beam(s) or beam pair(s)
· Note: Overhead, UE complexity and power consumption should be considered for the above options


To make it clearer for the selection of M beams to be reported, the measurement reports of Set A and Set B are discussed separately for data collection of NW-side AI/ML model. For the measurement report of Set A, we note that it has been agreed in agenda 9.2.3.1 that the types of label for model training include Top-1/K beam(s) in Set A,  Top-1/K beam(s) in Set A and the corresponding L1-RSRPs, L1-RSRPs of all the beams in Set A. Therefore, the content of collected data for Set A can be Top-1/K beam(s) with/without the corresponding L1-RSRPs, or L1-RSRPs of all the beams in Set A. Accordingly, the selection of M beams to be reported can be easily derived. For the measurement report of Set B, two cases are considered as follows:
· If Set B equals to the measured beam set (i.e., Set C as used in agenda 9.2.3.1), the measurement results of all beams in Set C should be reported to serve as the AI/ML model input. In this case, the beam indices can be implicitly indicated to gNB by reporting all measured L1-RSRPs in a fixed or pre-defined order and thus the reporting overhead can be greatly reduced as we analyzed in our companion contribution [1].
· If Set B is a subset of the measured beam set (i.e., Set C as used in agenda 9.2.3.1), only partial measurement results of Set C need to be reported to serve as the AI/ML model input. In this case, the partial beams to be reported can be the Top-K beams with larger measured L1-RSRPs, where the value of K is configurable. Alternatively, the partial beams to be reported can be the beams whose measured L1-RSRPs exceed a pre-defined threshold. Thus, the number of beams to be reported may be fixed or variable, which depends on the selection rules for measurement report.
The content of collected data for Set A can be Top-1/K beam(s) with/without the corresponding L1-RSRPs or L1-RSRPs of all the beams in Set A.
The content of collected data for Set B can be all or partial measurement results in the measured beam set (i.e., Set C), where the partial beams to be reported can be the Top-K beams with larger measured L1-RSRP or the beams whose measured L1-RSRPs exceed a pre-defined threshold.
For the measurement report of the measured beam set (i.e., Set C), study enhanced reporting of variable number of Top-K beams based on a pre-defined threshold.
UE measurement reporting
UE measurement reporting depends on where the AI/ML model training resides. For UE-side model training, the report of training data is not necessary. However, for NW-side model training, the data collected by UE needs to be reported, which roughly includes the measured L1-RSRP, beam ID, corresponding time stamp information, and other assistance information. More specifically, information for UE measurement reporting should at least include the AI/ML model input data and AI/ML model output data (i.e., label) for supervised learning:
1) UE reporting of AI/ML model input data: As mentioned above, the AI/ML model input can be L1-RSRP measurement based on Set B and/or the corresponding DL Tx and/or Rx beam ID. For the Tx beam ID reporting, it can be implied by the resource indicator CRI/SSBRI as legacy mechanism. For the Rx beam ID reporting, it’s not supported in current specification due to the UE implementation issue. Therefore, it is necessary to study explicit or implicit Rx beam ID reporting method, especially for the sub use case of beam pair prediction. Besides, since measurement results of multiple past time instances are input to the AI/ML model for temporal beam prediction, the time stamp information corresponding to each measured L1-RSRP also need to be reported, which can be explicit or implicit.
2) UE reporting of model output data: As mentioned above, the model output can be Tx and/or Rx beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams. Correspondingly, the model output data can be specified as the genie-aided best beam ID from set A, all measurement results of set A or other post-processing of measurement results of set A, which depends on the model training strategy. Additionally, it is worth mentioning that if all measurement results of Set A/B need to be reported to gNB, the beam ID can be obtained implicitly from the reporting order of all measured RSRPs without explicit beam ID reporting, resulting in significant reporting overhead reduction.
For data collection from UE to NW side, support to study explicit or implicit Rx beam ID reporting method, especially for beam pair prediction.
If all measurement results of set A/B need to be reported to gNB, suggest to further study reporting overhead reduction methods, e.g., beam ID can be obtained implicitly from the reporting order of all measured RSRPs.
Data quality assessment and omission
Since the data collection for AI/ML model update or fine-tuning is not urgent, the collected data can be stored through different mechanisms before UE reporting, such as RRM or SON/MDT framework. In other words, measurement results of multiple time instances or locations are fed back to gNB simultaneously in one reporting instance. To this end, the content/format of logged data, data logging duration, and associated activation/deactivation signaling should be defined and configured based on UE capability. Nevertheless, whether to use the user plane or control plane for the reporting of the collected data is outside RAN1’s scope. To study the beam-management-specific potential specification impact from RAN1 point of view, the following agreement was suggested in RAN1#112bis-e for further consideration.
	Agreement: 
Regarding data collection for NW-side AI/ML model, study necessity, benefits and beam-management-specific potential specification impact from RAN1 point of view on the following additional aspects 
· Mechanism related to the reporting
· Additional information for content of the reporting
· FFS:  Information associated with or configured for the reported data samples, e.g., timestamps, SNR, data quality, etc.
· Reporting overhead reduction
· Note1: non-3GPP based solution is a separate issue. 
· Note2: The framework corresponding to higher layer(s) are up to the associated WG(s)
· Note 3: Overhead, UE complexity and power consumption should be considered


In the above agreement, the additional information for content of the reporting is still FFS. As far as we are concerned, the time stamp information corresponding to the reported data samples is needed for the purpose of temporal beam prediction, which can be explicitly or implicitly indicated to gNB. Additionally, considering that the samples with low data quality are useless for the AI/ML model update or fine-tuning at the NW side, it is necessary to study how to assess the data quality and drop out the samples that cannot meet the data quality requirement. To be more specific, due to the relatively long data collection duration, the wireless link between gNB and UE may change rapidly, resulting in unguaranteed data sample quality. For example, if the link failure happens due to beam blockage, the beam quality of the measured data sample would be very weak and impacted most by the noise. Thus, such non-valid measured data is useless for the NW-side model update or fine-tuning and shall be omitted in the UE reporting to reduce the reporting overhead. Therefore, the data quality assessment and associated data omission mechanism should be studied to reduce the reporting overhead.
Due to the relatively long data collection duration, the wireless link between gNB and UE may change rapidly, resulting in unguaranteed data sample quality.
Study data quality assessment methods for data collection for NW-side AI/ML model.
For data collection for NW-side AI/ML model, study UE-side data omission and associated reporting mechanism, where the measured data with low data quality is not reported for reporting overhead reduction.

Model inference
Indication of the predicted beam
For non-AI based beam management, gNB will indicate the beam based on UE reporting. Thus, the indicated beam should have been measured by UE. However, the predicted beam of AI/ML model may not be measured by UE. Thus, it was suggested in RAN1#112bis-e to study beam indication for the predicted beam for both the gNB-side model and UE-side model and the following proposal was initially discussed.
	Proposal: 
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study feasibility, necessity, benefit(s) and potential specification impact from the following additional aspects for AI model inference:
· Beam indication of multiple future time instances [in one indication] for BM-Case2
· FFS: applicable for Top-1 and/or Top-K predicted beams
· Measurement reporting of multiple past time instances in one reporting instance for BM-Case2 
· Overhead reduction for the reporting of L1-RSRP measurement results 
· FFS: e.g. reporting a partial Set B, L1-RSRP quantization, compressed temporal information for BM-Case2, statistics of past measurements for BM-Case2, etc.
· Beam indication of unmeasured/outdated Tx beam(s) for BM-Case1 and BM-Case2
· Note: The potential performance gains of measurement reporting should be justified by considering UCI payload overhead


For the AI/ML model inference, at least the following aspects for the beam indication of the predicted beam should be considered.
1) Beam indication of the unmeasured Tx beam. Indication of the predicted Tx beam is necessary for UE to obtain QCL relation for PDSCH/PDCCH/CSI-RS reception. However, in the Tx beam prediction, the predicted Tx beam may not be explicitly measured by UE, which makes the associated QCL relation unavailable. Note that it is impossible to perform beam indication based on unmeasured RS resource at least according to current specification. Thus, an additional aperiodic RS resource set needs to be triggered for beam measurement over the predicted top-1/K beams to obtain the corresponding QCL relation, which is up to NW implementation.
2) Beam indication of the predicted beam pair. In the beam pair prediction, the NW-side model could simultaneously predict the optimal Tx beam and Rx beam. However, since the Rx beam is up to UE implementation in current specification, it is impossible to directly indicate the optimal Rx beam information to UE. Therefore, instead of initiating a P3 beam sweeping procedure, it may be desirable for the study of beam indication of the predicted beam pair to facilitate Rx beam selection and avoid additional RS overhead for beam sweeping.
3) Beam indication of multiple future time instances in one indication. In the sub use case of temporal beam prediction, the optimal beams at multiple future time instances can be predicted in advance with the AL/ML model. Thus, more flexible beam indication and subsequent beam switching methods can be studied for the purpose of reducing signaling overhead. For instance, a list of TCI states and corresponding time stamps can be indicated by the same signaling to be applied in multiple future time instances.
In order to facilitate AI/ML operations for BM-Case1 and BM-Case2, study the following additional aspects:
Beam indication of the unmeasured Tx beam from network to UE
Beam indication of the predicted DL beam pair from network to UE
Beam indication of multiple future time instances in one indication for BM-Case2
L1 beam reporting enhancement with a NW-side AI/ML model
In RAN1#112 and RAN1#112bis-e, L1 beam reporting enhancement for NW-side model inference was discussed and the following agreement was obtained.
	Agreement:
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study potential specification impact on the following L1 reporting enhancement for AI/ML model inference
· UE to report the measurement results of more than 4 beams in one reporting instance
· Other L1 reporting enhancements can be considered


If the AI/ML model inference is carried out at the NW side, sufficient beam measurement results are required as model input. To this end, UE needs to report a large amount of beam measurement information to gNB. It was agreed in RAN1#112 to study how to report the measurement results of more than 4 beams in one reporting instance. Apart from that, the following aspects of L1 reporting enhancements can be further studied.
1) Reporting resolution enhancement. For L1-RSRP reporting in Rel-17, the maximum RSRP and the differential RSRP are respectively quantified into 7-bit and 4-bit payloads. This quantization method leads to errors in beam reporting. According to evaluations in agenda 9.2.3.1, at least for BM-Case1 for inference of DL Tx beam, existing quantization granularity of L1-RSRP causes a minor loss in beam prediction accuracy compared to unquantized L1-RSRPs of beams in Set B. Nevertheless, for beam pair prediction and BM-Case2, the performance loss caused by quantization errors is still to be evaluated. Additionally, it is promising to enlarge the step size for quantization to reduce the bit length and reporting overhead, but at the expense of slightly reduced beam prediction performance at the NW side.
2) Reporting overhead reduction. For NW-side model inference, UE has to feedback enough beam measurement results to be served as the model input, leading to significantly increased reporting overhead. Besides, the number of reported beams in one reporting instance is also restricted by UE capability. Therefore, reporting overhead reduction method should be studied to balance the beam prediction performance at the gNB side and beam reporting overhead at the UE side. As mentioned above, the beam indices do not need to correspond to the reported L1-RSRPs for reporting overhead reduction if all beams in a specific beam set are to be reported.
3) Reporting assistance information. Enhanced reporting mechanisms need to be investigated to facilitate the reporting of assistance information, which can be either implicit or explicit. More specifically, for NW-side model inference, the UE may need to feedback Rx beam-related information to gNB, which may include Rx beam ID, beam direction, beam pattern, and so on. Note that the reporting of Rx beam-related information is also benefit for NW-side model generalization improvement. Besides, as agreed in RAN1#111, information about the timestamp corresponding to the reported beam can also be considered for assistance information reporting, which can be explicit or implicit.
4) Reporting of multiple past time instances in one reporting instance. For BM-Case2 with a NW-side AI/ML model, beam measurement results of multiple past time instances need to be reported and served as the model input. Instead of reporting measurements of each past time instance separately in different reporting time instances, measurements of multiple past time instances can be reported in one reporting instance to reduce the signaling overhead. Besides, consider the case that the beam set for measurement is fixed, which means that the same beam set is to be measured multiple times in the measurement window. In this case, the beam indicators of the measured beam set (i.e., set B) only need to be reported once, and each beam indicator will be associated with multiple L1-RSRPs, each of which corresponds to the measurement result of the respective past time instance. As a result, the reporting overhead can be greatly reduced. 
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the following L1 beam reporting enhancements for AI/ML model inference:
Reporting resolution enhancement
Reporting overhead reduction
Reporting assistance information
Reporting of multiple past time instances in one reporting instance
L1 beam reporting enhancement with a UE-side AI/ML model
· Reporting unmeasured beams
Reporting unmeasured beams. In a typical P2 beam refinement procedure, the UE is configured with resource set(s) with the higher layer parameter repetition set to 'off' and reports up to 4 beams to gNB by performing measurement. However, with the UE-side beam prediction, the reported beams are optimally selected from set A of beams, which may or may not be transmitted or measured. Therefore, enhanced UE reporting should be studied to allow the reporting of unmeasured beams in set A. To this end, a virtual index or an additional offset on top of the beam indicator in set B can be used to represent each specific beam in set A to be reported.
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study enhanced UE reporting to allow the reporting of unmeasured beams in set A.
· Reporting predicted RSRP and confidence information
Due to the usage of different kinds of AI/ML models at the UE-side, the output of the AI/ML models may be different across vendors, which directly impacts the UE reporting. Therefore, in RAN1#112, two quantities (i.e., predicted RSRP and confidence information) were discussed for potential UE reporting and the following agreement was reached.
	Agreement:
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the necessity, feasibility and the potential specification impact (if needed) of the following information reported from UE to network: 
· Predicted L1-RSRP(s) corresponding to the DL Tx beam(s) or beam pair(s)
· Whether/how to differentiate predicted L1-RSRP and measured L1-RSRP
· Confidence/probability information related to the output of AI/ML model inference (e.g., predicted beams)
· FFS: Definition/content of confidence/probability information
· Note: At least the performance and spec impact should be considered


The reporting of the predicted RSRP and confidence information is useful for beam selection at the NW side if the accuracy of each quantity can be guaranteed. We note that a second stage beam sweeping over the predicted Top-K beams is up to NW and is not mandatory from RS overhead reduction perspective. Therefore, NW may directly select a beam for data transmission from the reported Top-K beams and configure the QCL relation accordingly. With the reporting of the predicted RSRP, the link quality of each reported beam and the difference in link quality among reported beams can be well indicated, which helps for beam selection at the NW side. With the reporting of the confidence information, the reported beam with larger probability is more likely to be selected as the optimal beam for data transmission. Therefore, both the predicted RSRP and confidence information can be considered for UE reporting. Nevertheless, the accuracy of the predicted RSRP and confidence information should be evaluated first before any further down-selection is made.
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, support the reporting of both predicted RSRP and confidence information for beam selection at the NW side. 
For the reporting of the predicted RSRP, it is not necessary to differentiate the predicted RSRP and measured RSRP in one reporting instance. From the UE perspective, if both the predicted RSRP and measured RSRP specific to the same beam are available at the UE side, the measured RSRP should be reported due to its higher reliability. From the NW perspective, NW can differentiate the predicted RSRP and measured RSRP directly depending on whether the reported beam is from Set B of beams. Therefore, we foresee no necessity to differentiate the predicted RSRP and measured RSRP to the same beam. Nevertheless, since the predicted RSRP or measured RSRP of different beams may be reported in one reporting instance, the beam with lower measured RSRP may be associated with higher predicted RSRP in case of prediction error. Therefore, there would be potential collision if the two different types of RSRP are reported in one reporting instance, resulting from the differential RSRP based reporting mechanism in current specification. For example, the predicted optimal beam index to be reported does not correspond to the largest reported RSRP due to the RSRP prediction error.
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, if both the predicted RSRP and measured RSRP to the same beam are available at the UE side, the measured RSRP should be reported due to its higher reliability.
NW can differentiate the predicted RSRP and measured RSRP based on whether or not the reported beam is from Set B.
Since the predicted RSRP and measured RSRP of different beams may be reported in one reporting instance, the beam with lower measured RSRP may be associated with higher predicted RSRP in case of prediction error.
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study enhanced reporting mechanism to support the reporting of the predicted RSRP or measured RSRP for different beams in the same reporting instance. 
· Reporting more than 4 beams
In RAN1#112bis-e, there was an argument about the necessity of reporting more than 4 beams with a UE-side AI/ML model and the following proposal was suggested for further discussion.
	Proposal:
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the necessity, benefit(s), and potential specification impact of AI model inference from the following additional aspects on top of previous agreements:
· For BM-Case1: L1 reporting of more than 4 predicted beams and the associated L1-RSRP (if applicable) in one reporting instance
· For BM-Case2: L1 Reporting of more than 4 predicted beams and the associated L1-RSRP (if applicable) for at least one of N time instance(s) in one reporting instance
· FFS: values of N (e.g., fixed or variable) 
· FFS: How to reduce the overhead
· Note1: The performance gains should be justified by considering UCI payload overhead


Regarding the necessity of reporting more than 4 predicted beams, the following two cases are separately discussed depending on whether the associated RSRP or the confidence/probability information is to be reported.
· Reporting of the associated RSRP. As mentioned above, L1 reporting of the predicted beams and associated RSRP should be based on the AI/ML model output, where the associated RSRP may be a predicted RSRP or a measured RSRP. Apparently, reporting more beams can achieve better beam prediction performance if a second-stage beam sweeping procedure over the reported Top-K beams is triggered, but at the expense of increased UCI payload overhead. Due to the lack of system performance evaluation, it is hard to balance the beam prediction performance and UCI payload overhead caused by reporting more than 4 beams. Nevertheless, for the study of reporting more than 4 beams, enough performance gains of Top-K (K>4) beam prediction accuracy should be obtained in agenda 9.2.3.1 compared with Top-K (K≤4) beam prediction accuracy.
· Reporting of the confidence/probability information. There are two potential ways for the reporting of the confidence/probability information. The first way is that the number of reported beams is configured by gNB and kept fixed. In this case, as with the reporting of the associated RSRP, the necessity of reporting more than 4 beams and associated confidence/probability information should be based on the evaluation results in agenda 9.2.3.1. Alternatively, the second way is that the number of reported beams is determined if confidence/probability information to be reported exceeds a pre-defined threshold. In this case, the number of reported beams is variable and can be more than 4 in some specific cases. Apparently, the second way to determine the number of reported beams is more flexible and can better adapt to the AI/ML model output.
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, L1 reporting of the beam indicators should be based on the AI/ML model output.
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, if the associated RSRP is to be reported, the necessity of reporting more than 4 predicted beams should be evaluated in agenda 9.2.3.1 first to see if enough performance gains can be achieved.
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, if the confidence/probability information is to be reported, the necessity of reporting more than 4 predicted beams highly depends on how to determine the reported beams.
As we mentioned above, the measurements of multiple past time instances can be reported in one reporting instance for a NW-side AI/ML model. Similarly, with a UE-side AI/ML model, the predicted beams of all future time instances in the prediction window can be reported in one reporting instance to reduce the signaling overhead, as all predicted beams can be obtained in advance based on the model output. Additionally, for the FFS part under the second sub-bullet, since all simulation results currently only consider fixed N, whether the values of N can be variable and the associated benefit should also be evaluated in agenda 9.2.3.1 first to see if enough performance gains can be observed compared with fixed N.
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study reporting of prediction results of multiple future time instance(s) in one reporting instance.
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, whether the number of future time instances to be predicted can be variable should be evaluated in agenda 9.2.3.1 first to see if enough performance gains can be obtained.

Beam pair prediction at the UE side
Since the Rx beam information is up to UE implementation, it is not clear whether the UE-side beam pair prediction has additional spec impact compared to the DL beam prediction. The following proposal was initially discussed in RAN1#112 but no agreement was reached.
	Proposal:
For DL beam pair prediction of BM-Case1 and BM-Case2 with a UE-side AI/ML model, UE will report to network the information of predicted Tx beam(s), rather than the predicted beam pair(s), to facilitate the model inference 
· FFS: additional spec impact compared to DL beam prediction


1) From resource configuration perspective
The data collection for model training and inference of beam pair prediction incorporates Tx beam sweeping and Rx beam sweeping simultaneously, which is P1 beam sweeping procedure. However, since the Rx beam is up to UE implementation, the P1 procedure is still conceptual and there is no explicit signaling/configuration for it in current specification. Although the P1 procedure can be initiated in an implementation way by triggering multiple consecutive Tx beam sweeping and/or Rx beam sweeping, it may take a long time for one round of data collection for model inference. Taking SSB-based beam sweeping as an example, it would take 160 ms to finish one round of data collection in the case of 8 Rx beams. Consider the tightly timeline requirement of temporal beam prediction. In such time duration of one round of data collection, the link quality and optimal beam information may have changed greatly, leading to significantly degradation on beam prediction accuracy. Therefore, enhanced resource configuration for P1 procedure and associated reporting mechanism should be studied to facilitate a timely data collection of UE-side beam pair prediction.
Since the data collection of beam pair prediction incorporates Tx beam sweeping and Rx beam sweeping simultaneously, it may take a long time for one round of data collection for model inference.
As the UE Rx beam is up to implementation, the P1 beam sweeping procedure is still conceptual and there is no explicit signaling/configuration for P1 in current specification.
Study enhanced resource configuration for P1 beam sweeping procedure to facilitate a timely data collection for model inference of UE-side beam pair prediction.
2) From UE reporting perspective
For beam pair prediction, the optimal beam pair composed of a Tx beam and a Rx beam can be predicted by the UE-side model. If only top-1 beam pair is predicted, the UE can report the Tx beam associated with the top-1 beam pair and no additional spec impact compared to DL beam prediction is foreseen. However, for the case of top-K (K＞1) beam pairs being predicted, it is possible that the predicted Top-K beam pairs include two or more Rx beams that is associated with the same Tx beam, as shown in the following Figure. To differentiate the multiple beam pairs specific to the same Tx beam in the UE reporting, the corresponding Rx beam information can be reported. However, the reporting of Rx beam information may involve proprietary information disclosure issues. Instead, the same Tx beam associated with different Rx beams in the predicted Top-K beam pairs can be reported repeatedly. Specifically, the resource indicator associated with the Tx beam is reported multiple times, each of which is associated with a different predicted or measured beam quality to imply that a different Rx beam is used. Nevertheless, if each beam pair (rather than each Tx beam) is associated with a resource indicator, the resource indicator can be used directly in UE reporting for differentiation purpose.
The predicted Top-K beam pairs may include two or more Rx beams that is associated with the same Tx beam.
To differentiate the multiple beam pairs specific to the same Tx beam in the UE reporting, the corresponding Rx beam information can be reported, or the Tx beam associated with different Rx beams can be reported repeatedly. 


3) From second-stage beam sweeping perspective
Another important issue is how to implement a second stage beam sweeping over the top-K beam pairs, if needed. Since the accuracy of top-1 beam pair prediction is not always satisfactory, the second stage beam sweeping over the top-K beam pairs may be needed to obtain an optimal beam for data transmission. Considering UE has better knowledge on the confidence level of the predicted top-1 or top-K beams, the additional RS resource for the second stage beam sweeping can be requested by UE. Besides, as mentioned above, the predicted Top-K beam pairs may include two or more Rx beams that is associated with the same Tx beam. For the two or more Rx beams associated with the same Tx beam, a P3 beam sweeping procedure can be triggered with the parameter ‘repetition’ on. However, without Rx beam information reporting of top-K beam pairs, the QCL type D relation associated with each resource for P3 cannot be configured, resulting in no guidance for Rx beam selection. Therefore, there should be additional indication for Rx beam selection to complete the second stage beam sweeping over the top-K beam pairs. Alternatively, if more than one Rx beams is associated with the same Tx beam in the top-K beam pairs, a P3 beam sweeping over all Rx beams can be initiated with respect to the Tx beam. Taking the above figure as an example, eight additional RS resources (instead of four resources) are needed for the second stage top-4 beam sweeping. Apparently, it would cause increased RS resource overhead for the second stage top-K beam sweeping, thereby degrading the overhead advantages of the AI/ML based method.
Considering UE has better knowledge on the confidence level of the predicted top-1 or top-K beams, the additional RS resource for the second stage beam sweeping can be requested by UE.
Without Rx beam information reporting, the QCL type D relation associated with each resource for top-K beam sweeping may not be available and thus the RS resource overhead for the second stage beam sweeping may be significantly increased.

Performance monitoring
Limited by model generalization capability of the deployed AI/ML model, the beam prediction performance may be significantly degraded due to the UE mobility behavior or propagation environment changes. Therefore, model monitoring is essential for performance assurance and related agreements/proposals were suggested in RAN1#112 and RAN1#112bis-e as follows.
Performance metric
Detailed proposals for performance metrics and benchmark/reference for performance comparison were discussed and the following agreement was reached in RAN1#112. However, each alternative has its pros and cons and currently there is no evaluation on any alternative yet.
	Agreement: 
Regarding the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives (including feasibility/necessity) with potential down-selection:
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
· Alt.3: Performance metric based on input/output data distribution of AI/ML 
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
· Other alternatives are not precluded
· Note: At least the performance and spec impact should be considered


All alternatives can be considered as the performance metric of AI/ML model monitoring for BM-Case1 and BM-Case2. Specifically, the beam prediction accuracy related KPIs in Alt.1 and the L1-RSRP difference in Alt. 4 have been evaluated in agenda 9.2.3.1 and could well reflect the performance of the AI/ML model. Therefore, the adoption of such alternatives for model monitoring would be straightforward and can be verified easily. For Alt. 2, however, since system performance simulations are much more complicated to be conducted, it will cost a lot of effort to align assumption and possibly calibrate results across companies if Alt.2 is adopted as the performance metric for model monitoring. Nevertheless, since the current KPIs defined/emulated in agenda 9.2.3.1 (beam prediction accuracy related KPIs, L1-RSRP difference, etc.) are mostly intermediate KPIs and may not capture the full picture of AI/ML, the adoption of Alt.2 for model monitoring may still be possible and depends on whether the system performance is further evaluated in the later meeting. Besides, it should be justified that whether the system-level performance can be directly related to the model performance. For Alt.3, since the AI/ML technology is almost focused on date-driven method, it is possible to monitor the performance of the AI/ML model by calculating the similarity between the newly generated data with the training data. Nevertheless, both alternatives need to be fully evaluated in agenda 9.2.3.1 before further down-selection.
All alternatives of performance metrics for AI/ML model monitoring should be evaluated in agenda 9.2.3.1 before further down-selection.
Prioritize beam prediction accuracy related KPIs (i.e., Alt.1 and Alt.4) as the performance metric for AI/ML model monitoring since it has been evaluated in agenda 9.2.3.1 and could well reflect the performance of the AI/ML model.
From the perspective of implementation, a feasible approach for model monitoring is to transmit or activate a resource set consisting of a set of CSI-RS or selected SS blocks that correspond to different downlink beams at the whole beam space. By adopting the traditional exhaustive beam search method, the realistic optimal beam is obtained and compared with the predicted beam obtained by AI/ML inference. If the AI/ML inference fails for several consecutive times, or the error probability of the AI/ML inference exceeds a certain threshold during a predefined monitoring window, it can be considered that the model/functionality is invalid and then the gNB or UE should do model/functionality switching, update or fallback to the traditional beam management methods. It is worth to mention that one failure of model inference is not enough to determine whether the model/functionality is invalid or not. Considering ping pong effect in wireless communication, the performance of the AI/ML model may change with time and inference errors occur even for a valid AI/ML model. Therefore, to avoid unnecessary model/functionality switching, the model/functionality operation request/execution of selection/activation/deactivation/switching/fallback should be based on multiple observations of model inference performance over a period of time, rather than a single observation of model inference performance.
Considering ping pong effect in wireless communication, the performance of the AI/ML model may change with time and inference errors occur even for a valid AI/ML model.
Study performance monitoring mechanisms to decide that an AI/ML model/functionality is no longer valid, e.g., AI/ML inference fails for several consecutive times or the probability of inference failure exceeds a certain threshold.
Performance monitoring for NW-side model
For performance monitoring of NW-side model, agreement made in RAN1#110b-e was updated in RAN1#112. As for benchmark, UE can measure a set of beams indicated by gNB (not necessarily set A of beams).
	Agreement:
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the necessity and the potential specification impacts from the following aspects:
· UE reporting of beam measurement(s) based on a set of beams indicated by gNB 
· Signaling, e.g., RRC-based, L1-based
· Note: Performance and UE complexity, power consumption should be considered


The performance monitoring method is directly related to the deployment node of the AI/ML model. For a NW-side AI/ML model, it is nature to support the model monitoring at the NW side. More specifically, since the model inference results and related model characteristic are only available at the NW side, NW should be responsible for calculating the performance metric and making final decision of model selection/activation/deactivation/switching/ fallback operation accordingly. In this case, the potential specification impact of UE reporting for performance monitoring would be similar with that of the data collection for model update/fine-tuning, such as supportive of UE reporting of more than 4 beams in one reporting instance, reporting resolution enhancement and other assistance information reporting.
For performance monitoring of the NW-side model, the potential specification impact of UE reporting is similar with that of the data collection.
Performance monitoring for UE-side model
For performance monitoring of the UE-side model, the following premature proposals were initially discussed in RAN1#112 and RAN1#112bis-e for further study. However, the preferences on the following three alternatives (UE-side performance monitoring, NW-side performance monitoring, and hybrid performance monitoring) are quite diverging among companies. 
	Proposal:
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding hybrid performance monitoring, study the following aspects as a starting point including the study of necessity: 
· Configuration/Signaling from gNB to UE for measurement and/or reporting
· UE calculates the performance metric(s) and report it to NW, or report the occurrence of an event based on the performance metric(s) to NW 
· FFS: definition of an event
· Indication from NW for UE to do LCM operations 
· Other aspect(s) is not precluded
· Note1: At least UE complexity and power consumption, performance, reporting overhead, and latency of model monitoring mechanism should be considered

Agreement:
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding NW-side performance monitoring, study the following aspects as a starting point including the study of necessity: 
· Configuration/Signaling from gNB to UE for measurement and/or reporting
· UE reporting to NW (e.g., for the calculation of performance metric) 
· Indication from NW for UE to do LCM operations 
· Other aspect(s) is not precluded
· Note1: At least the performance and reporting overhead of model monitoring mechanism should be considered

Agreement:
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding UE-side performance monitoring, study the following aspects as a starting point including the study of necessity and feasibility: 
· Indication/request/report from UE to gNB for performance monitoring 
· Note: The indication/request/report may be not needed in some case(s)
· Configuration/Signaling from gNB to UE for performance monitoring
· Other aspect(s) is not precluded


Since the model inference results and related model characteristic can be available at the NW side by UE reporting, the monitoring procedure of UE-side model or functionality is more ambiguous at the current stage. To make it clearer, we think at least the following three aspects should be carefully addressed, that is, which entity is responsible for metric calculation, what is the UE reporting, and which entity can make a final decision of model/functionality selection/activation/deactivation/switching/fallback operation.
1) Metric calculation
The performance metric can be calculated by UE or NW. Specifically, the UE can calculate the performance metric since all predicted beam information and measured beam information are available at the UE side. In this case, a threshold may be provided by NW for performance comparison. Alternatively, the NW can calculate the performance metric through UE reporting of the predicted beam information and measured beam information (i.e., labels). For further down selection between UE-side metric calculation and NW-side metric calculation, at least the reporting overhead, UE power consumption, and potential standardization effort should be considered.
2) UE reporting
As discussed in RAN1#111, at least four operations/steps should be considered for performance monitoring of the UE-side model/functionality, that is, metric calculation, comparison, UE reporting, and final decision making. Then, the content of UE reporting would be strongly related to how the four operations are split and which side is responsible for each operation. Roughly speaking, the content of UE reporting may be an intermediate result obtained from one single model inference, a statistic results obtained from multiple model inferences, or a final result of model validation. For example, if all four operations are executed by UE, the UE reporting would be a final result of model/functionality validation, such as information about whether the current model/functionality can work well and an identity of the failed model/functionality, which is similar to the current beam failure recovery mechanism.
3) Monitoring categorization
Additionally, the current categorization on performance monitoring seems to mix the performance monitoring and model/functionality selection/activation/deactivation/switching/fallback operation. To our understanding, it has different procedures for the performance monitoring and the model/functionality selection/activation/deactivation/ switching/fallback operation. At least for UE-side/part model, the discussion on specification impacts should focus on which side to calculate the performance monitoring metrics and whether the performance monitoring metrics is reported. Depending on the outcome of performance monitoring, network can decide whether and how to do follow-up operations. Therefore, the model/functionality selection/activation/deactivation/switching/fallback operation should be discussed separately from the performance monitoring. 
With above discussions, we propose to revise the current categorization on the performance monitoring for UE-side model as the following:
· UE-side performance monitoring: performance monitoring metrics are calculated by UE, and the performance monitoring metrics are not reported to network side.
· Network-side performance monitoring: performance monitoring metrics are calculated by network (with/without the potential to inform UE about the performance monitoring metrics).
· Hybrid performance monitoring: performance monitoring metrics are calculated by UE, and then the performance monitoring metrics are reported to network side.
Essentially speaking, the final decision of model/functionality selection/activation/deactivation/switching/fallback should be made by NW from the perspective of NW system performance guarantee. Besides, the execution of the final decision about functionality operations would normally affect the configuration of CSI resource and reporting, which should definitely be NW controllable. 
Model/functionality selection/activation/deactivation/switching/fallback operation should be discussed separately from performance monitoring.
For UE-side model, depending on which side to calculate the performance monitoring metrics and whether the performance monitoring metrics should be reported, further study the following options:
UE-side performance monitoring: performance monitoring metrics are calculated by UE, and the performance monitoring metrics are not reported to network side.
Network-side performance monitoring: performance monitoring metrics are calculated by network (with/without the potential to inform UE about the performance monitoring metrics).
Hybrid performance monitoring: performance monitoring metrics are calculated by UE, and then the performance monitoring metrics are reported to network side.
Study performance monitoring mechanism on the basis of beam failure recovery mechanism in current specification.
The final decision on model/functionality selection/activation/deactivation/switching/fallback operation should be made by NW to guarantee overall NW performance.

[bookmark: _GoBack]Conclusions
In this contribution, we discuss the potential specification impacts and enhancements for AI/ML based beam management. We have the following observations and proposals.
Observations:
For beam pair prediction, any down sampling in the Rx beam space causes severe performance loss due to the lack of spatial channel characteristics after Rx beam sampling.
The Tx beam prediction and beam pair prediction can be facilitated by initiating a P2 and P1 beam sweeping procedure for model training/inference, respectively.
The number of beams for measurement (i.e., set B) and for prediction (i.e., set A) is related to the trade-off between inference performance and RS overhead for beam measurement. 
The content of collected data for Set A can be Top-1/K beam(s) with/without the corresponding L1-RSRPs or L1-RSRPs of all the beams in Set A.
The content of collected data for Set B can be all or partial measurement results in the measured beam set (i.e., Set C), where the partial beams to be reported can be the Top-K beams with larger measured L1-RSRP or the beams whose measured L1-RSRPs exceed a pre-defined threshold.
Due to the relatively long data collection duration, the wireless link between gNB and UE may change rapidly, resulting in unguaranteed data sample quality.
NW can differentiate the predicted RSRP and measured RSRP based on whether or not the reported beam is from Set B.
Since the predicted RSRP and measured RSRP of different beams may be reported in one reporting instance, the beam with lower measured RSRP may be associated with higher predicted RSRP in case of prediction error.
Since the data collection of beam pair prediction incorporates Tx beam sweeping and Rx beam sweeping simultaneously, it may take a long time for one round of data collection for model inference.
As the UE Rx beam is up to implementation, the P1 beam sweeping procedure is still conceptual and there is no explicit signaling/configuration for P1 in current specification.
The predicted Top-K beam pairs may include two or more Rx beams that is associated with the same Tx beam.
Without Rx beam information reporting, the QCL type D relation associated with each resource for top-K beam sweeping may not be available and thus the RS resource overhead for the second stage beam sweeping may be significantly increased.
Considering ping pong effect in wireless communication, the performance of the AI/ML model may change with time and inference errors occur even for a valid AI/ML model.
For performance monitoring of the NW-side model, the potential specification impact of UE reporting is similar with that of the data collection.

Proposals:
Support both DL Tx beam prediction and beam pair prediction without any further down-selection.
For the beam set construction of BM-Case1, support both the hierarchical based method in Alt.1 (i.e., Set A and Set B are different) and the sub-sampling-based method in Alt.2 (i.e., Set B is a subset of Set A).
For Alt.3 (i.e., Set A and Set B are the same) in the beam set construction of BM-Case2, it is useful to configure/transmit the RS resource set (i.e., set A/B) only in the measurement window to minimize the RS overhead for beam measurement.
For Alt.3 (i.e., Set A and Set B are the same) in the beam set construction of BM-Case2, study flexible RS resource set and report configuration within the measurement window and prediction window, regardless of NW-side model or UE-side model.
For Alt.2 (i.e., Set B is a subset of Set A) in the beam set construction of BM-Case2, it is useful to configure/transmit the RS resource set (i.e., set B) in both the measurement window and the prediction window to facilitate a sliding window-based beam prediction.
For Alt.2 (i.e., Set B is a subset of Set A) in the beam set construction of BM-Case2, if set B can be changed along different time instances, study enhanced resource configuration and activation/deactivation method to flexibly activate/deactivate a beam subset among pre-configured patterns in set A beams (pairs).
For BM-Case1 and BM-Case2, to reduce standardization workload and avoid privacy/proprietary disclosure issues, the AI/ML input and output can be focused on measured RSRP and/or beam ID.
For BM-Case1 and BM-Case2, the collected data for model training includes the measured L1-RSRP, beam ID, corresponding time stamp information, and other assistance information assessed to be necessary in agenda 9.2.3.1.
For the measurement report of the measured beam set (i.e., Set C), study enhanced reporting of variable number of Top-K beams based on a pre-defined threshold.
For data collection from UE to NW side, support to study explicit or implicit Rx beam ID reporting method, especially for beam pair prediction.
If all measurement results of set A/B need to be reported to gNB, suggest to further study reporting overhead reduction methods, e.g., beam ID can be obtained implicitly from the reporting order of all measured RSRPs.
Study data quality assessment methods for data collection for NW-side AI/ML model.
For data collection for NW-side AI/ML model, study UE-side data omission and associated reporting mechanism, where the measured data with low data quality is not reported for reporting overhead reduction.
In order to facilitate AI/ML operations for BM-Case1 and BM-Case2, study the following additional aspects:
Beam indication of the unmeasured Tx beam from network to UE
Beam indication of the predicted DL beam pair from network to UE
Beam indication of multiple future time instances in one indication for BM-Case2
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the following L1 beam reporting enhancements for AI/ML model inference:
Reporting resolution enhancement
Reporting overhead reduction
Reporting assistance information
Reporting of multiple past time instances in one reporting instance
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study enhanced UE reporting to allow the reporting of unmeasured beams in set A.
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, support the reporting of both predicted RSRP and confidence information for beam selection at the NW side. 
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, if both the predicted RSRP and measured RSRP to the same beam are available at the UE side, the measured RSRP should be reported due to its higher reliability.
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study enhanced reporting mechanism to support the reporting of the predicted RSRP or measured RSRP for different beams in the same reporting instance. 
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, L1 reporting of the beam indicators should be based on the AI/ML model output.
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, if the associated RSRP is to be reported, the necessity of reporting more than 4 predicted beams should be evaluated in agenda 9.2.3.1 first to see if enough performance gains can be achieved.
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, if the confidence/probability information is to be reported, the necessity of reporting more than 4 predicted beams highly depends on how to determine the reported beams.
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study reporting of prediction results of multiple future time instance(s) in one reporting instance.
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, whether the number of future time instances to be predicted can be variable should be evaluated in agenda 9.2.3.1 first to see if enough performance gains can be obtained.
Study enhanced resource configuration for P1 beam sweeping procedure to facilitate a timely data collection for model inference of UE-side beam pair prediction.
To differentiate the multiple beam pairs specific to the same Tx beam in the UE reporting, the corresponding Rx beam information can be reported, or the Tx beam associated with different Rx beams can be reported repeatedly. 
Considering UE has better knowledge on the confidence level of the predicted top-1 or top-K beams, the additional RS resource for the second stage beam sweeping can be requested by UE.
All alternatives of performance metrics for AI/ML model monitoring should be evaluated in agenda 9.2.3.1 before further down-selection.
Prioritize beam prediction accuracy related KPIs (i.e., Alt.1 and Alt.4) as the performance metric for AI/ML model monitoring since it has been evaluated in agenda 9.2.3.1 and could well reflect the performance of the AI/ML model.
Study performance monitoring mechanisms to decide that an AI/ML model/functionality is no longer valid, e.g., AI/ML inference fails for several consecutive times or the probability of inference failure exceeds a certain threshold.
Model/functionality selection/activation/deactivation/switching/fallback operation should be discussed separately from performance monitoring.
For UE-side model, depending on which side to calculate the performance monitoring metrics and whether the performance monitoring metrics should be reported, further study the following options:
UE-side performance monitoring: performance monitoring metrics are calculated by UE, and the performance monitoring metrics are not reported to network side.
Network-side performance monitoring: performance monitoring metrics are calculated by network (with/without the potential to inform UE about the performance monitoring metrics).
Hybrid performance monitoring: performance monitoring metrics are calculated by UE, and then the performance monitoring metrics are reported to network side.
Study performance monitoring mechanism on the basis of beam failure recovery mechanism in current specification.
The final decision on model/functionality selection/activation/deactivation/switching/fallback operation should be made by NW to guarantee overall NW performance.
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