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[bookmark: OLE_LINK38][bookmark: OLE_LINK39][bookmark: OLE_LINK37]Introduction
In RAN1#110e meeting, RAN1 agreed to study the following aspects for life cycle management (LCM). 
	Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· UE capability and [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability


In RAN1#110bis-e meeting, RAN1 clarified the boundaries between different collaboration levels, i.e., level x/y and level y/z. Furthermore, RAN1 made much progress on the different components of LCM, especially for model selection, activation, deactivation, switching, and fallback, model monitoring. RAN1 agreed to study various approaches for achieving good performance across different scenarios/configurations/sites and to consider additional aspects for the initial list of common KPIs for evaluating performance benefits of AI/ML.
In RAN1#111 meeting, RAN1 decided to study both functionality-based and model-ID-based LCM. Furthermore, RAN1 made the working assumption for the definitions of ‘proprietary model’ and ‘open-format model’, both of which are considered as two separate model format categories for RAN1 discussion. RAN1 also made the working assumption for the definitions of ‘model identification’ and ‘functionality identification’ as well as ‘model update’ and ‘model parameter update’. 
In RAN1#112 meeting, RAN1 categorized model delivery/transfer cases considering training location, model storage location, and model format and figured out 6 cases. Some progresses were made on model identification and functionality identification. 
In RAN1#112bis-e meeting, RAN1 clarified that an AI/ML model identified by a model ID may be logical. Furthermore, RAN1 also clarified the definition of functionality identification and model identification. RAN1 agreed to study the mechanisms for UE to report updates on applicable functionalities and UE part/UE-side models after identification, correspondingly for functionality-based and model-ID-based LCM.
[bookmark: _Hlk110588814]In this contribution, we share our views on the functional framework and different aspects of LCM.  
Functional Framework
[bookmark: OLE_LINK628][bookmark: OLE_LINK629][bookmark: OLE_LINK630]During the recent RAN2 meetings, progress was made on the AI/ML functional framework that the general AI/ML framework consists of data collection, model training, model management, model inference, and model storage. However, the detailed functions of these entities and their interactions are still to be FFS, and this paper further discusses these aspects.
[bookmark: OLE_LINK610][bookmark: OLE_LINK611]The function of data collection is the most fundamental one. In RAN1#110b-e Meeting, RAN1 drew the conclusion that data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact. In our understanding, data collection should provide input data to model training, model inference and model management functions. 
[bookmark: _Hlk135036320]Observation 1: The function of data collection provides input data to model training, model inference and model management functions. 
[bookmark: OLE_LINK631][bookmark: OLE_LINK632]The function of model training performs AI/ML model training, validation and testing. RAN1 is discussing different model transfer/delivery cases considering the possibilities that model storage and model training may or may not be co-located. If model training and model storage are not performed at the same entity, model transfer/delivery is required to deliver the well-tested model from model training to model storage. Then the model will be uploaded/deployed to model inference entity for the further predictions or classification based on new (inference) data. 
[bookmark: OLE_LINK604][bookmark: OLE_LINK605][bookmark: _Hlk135036331][bookmark: OLE_LINK616][bookmark: OLE_LINK617][bookmark: OLE_LINK618][bookmark: OLE_LINK619]Observation 2: The function of model training performs AI/ML model training, validation and testing. The well-tested model will be delivered to model storage entity for future use. 
Observation 3: The stored model is uploaded/deployed to model inference entity for further predictions or classification based on inference data.
[bookmark: OLE_LINK614][bookmark: OLE_LINK615][bookmark: OLE_LINK612][bookmark: OLE_LINK613]Besides the functions of data collection, model training and model inference, one additional function needs to be considered is model management, which is used to monitoring the performance of the AI/ML model and triggers the corresponding control of the AI/ML model including model activation/deactivation, fallback to non-AI operation, or even triggers model retraining and update. The model management may require signaling and procedures to collect data and provide the performance feedback to the peer entity. The outcome of the model management is used for model control. The performance feedbacks can be intermediate KPIs that are used to evaluate the AI/ML model performance, and they can also be the system-level KPIs that are used to evaluate the overall system performance. 
[bookmark: OLE_LINK85]Observation 4: The function of model management performs monitoring performance, triggering control actions, and providing performance feedback for model control and system performance evaluation.
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Figure 1 Example of Functional Framework for AI/ML over air interface
Just as illustrated in Figure 2, the AI/ML functional framework for air interface includes the functions of data collection, model training, model storage, model inference and model management. Besides the functions in the framework, the interactions and processes between those functions should be considered. The major steps regarding these data flows are mentioned below:
1. Training data needs to be sent from data collection to model training.
2. Similarly, inference data (different from training data) needs to be sent from data collection to model inference.
3. Similarly, monitoring data (different from training data, inference data) needs to be sent from data collection to model management.
4. [bookmark: OLE_LINK620][bookmark: OLE_LINK621][bookmark: OLE_LINK624][bookmark: OLE_LINK625][bookmark: OLE_LINK622][bookmark: OLE_LINK623]Model deployment/delivery need to be propagated from model training to model storage.
5. Model transfer/delivery need to be propagated from model storage to model inference.
6. [bookmark: OLE_LINK626][bookmark: OLE_LINK627]Model performance feedback is sent from model management to model training for model update.
7. Outputs of the model needs to be sent from model inference to model management to monitor the model performances.
8. Model management sends the model control decision to model inference.
[bookmark: OLE_LINK86][bookmark: OLE_LINK87][bookmark: OLE_LINK710][bookmark: OLE_LINK711]Proposal 1: The AI/ML functional framework for air interface includes the functions of data collection, model training, model storage, model inference and model management. RAN1 takes Figure 1 as starting point for functional framework discussion. 
 
LCM
0. Data Collection
[bookmark: _Hlk134538272][bookmark: OLE_LINK16]In RAN1#110b-e Meeting, RAN1 drew the conclusion that data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact. FL also suggested the aspects to be studied for data collection. Enhanced RS design or configuration, enhanced UE measurement and report, and assistance data to UEs and networks should be studied in use case specific agenda items. The general aspect agenda can focus on entities responsible for data collection, signaling for indicating/requesting data collection and dataset sharing. 
[bookmark: OLE_LINK7]Since data collection is used for different purposes, the function of data collection may not be a single functional entity but may be multiple functional entities serving different purposes of functions in LCM. For example, the datasets for model training may be collected and stored somewhere if offline training is performed. For supervised learning, ground-true data also needs to be collected for model training. For model inference, the inputs are live data collected over the air interface. For model monitoring, the ground-true data may also need to be collected depending on whether intermediate KPIs are evaluated and data distribution for input and/or output is observed. It is desired that the function entities of data collection for different purposes is located with the corresponding functions to avoid dataset transferring over the air interface. In other words, if model training and update is performed at the UE side, UE should be responsible for data collection used for model training. If model monitoring is performed at the UE side, UE should be responsible for data collection used for model monitoring. This principle is also applicable to network side. 
Proposal 2: Data collection comprises multiple functional entities serving for different purposes of functions. The functional entity of data collection is co-located with the function for which the dataset is used. 
For data collection, whether existing methods can be used should be studied, including identifying these existing methods and their potential extensions. If the existing and extension of the existing methods are not sufficient, new mechanism for data collection can be considered. However, such evaluation should be based on the requirements of data collection. First of all, we need to discuss which aspects can be considered as the requirements of data collection for different purposes. In our understanding, the data collection requirements can consider the following aspects: data size, data collection latency, validity, security and privacy. The definition of data collection requirements can help RAN1 and RAN2 to figure out appropriate methods and procedures to collect data for different purposes. 
As the first step, we need to understand the requirements of data collection for different LCM purposes, i.e., model offline training, model inference and model monitoring. The requirements of data collection may consider the following aspects to evaluate whether the identified data collection framework is applicable or not per use cases: data content/format, data size, data collection latency, data collection frequency, privacy and security. 
The exact data content/format depends on its concerned use case and LCM purpose. 
For the use case of CSI compression using two-sided model, network side data collection needs to collect the ground-truth CSI and the data content includes data sample type (e.g., precoding matrix, channel matrix, etc), data sample format (scaler quantization and/or codebook-based quantization) and assistance information (e.g., time stamps, cell ID, and assistant information for categorizing the data). UE side data collection considers the enhancement of CSI-RS configuration to enable higher accuracy measurement, assistance information for categorizing the data and the signalling for triggering data collection for UE side data collection. 
For the use cases of BM1 and BM2 using UE sided model, UE side data collection considers whether and how to initiate data collection, supported/preferred configurations of DL RS transmission, as well as the assistance information from network to UE if supported. UE side data collection can be either initiated by configuration from NW or request from UE. 
For the use cases of BM1 and BM2 using network sided model, the content of the collected data at the network side were discussed and needs to be specified. Furthermore, additional information for content of the reporting may be required. 
For the use case of POS, the ground-truth labels are required for model training and model monitoring. There are different options of entity and mechanisms to generate the ground truth label. For example, the ground truth label for direct AI/ML positioning is UE location, which can be derived by PRU with known location, by UE based on non-NR/NR RAT-dependent positioning methods, or by LMF based on positioning methods or with known PRU location. For AI/ML assisted positioning, the ground truth label is the intermediate parameter(s) corresponding to AI/ML model output, which can be generated by PRU directly or calculated based on measurement/location, by UE directly or calculated based on measurement/location, or by network directly or calculated based on measurement/location. 
Based on the discussion on different use cases, for data content/format, the first point needs to be clarified is whether the data content/format needs to be specified or not. Considering that AI/ML algorithms and models are implementation specific and are not expected to be specified, parts of the data used for offline training may not need to be specified either. Taking UE-sided model for example, if the UE-sided model is trained at the UE side with the dataset collected by itself, the data content/format doesn’t need to be specified. However, the case is different for network sided model, since the network-side relies on UE measurement reports to collect the dataset for training. Even if certain proprietary information/data are used as inputs for model training, the data content/format collected from the UE to the network-side may needs to be specified. In the case that the data content/format is not specified, those data can be transmitted either in a container through CP channel or through UP channel. For model monitoring, RAN1 is discussing the monitoring metrics per each use case as well as the potential triggering/report mechanisms. It’s unclear whether the data content/format used to derive the monitoring metrics need to be specified or not. It may depend on the model sidedness and the location of model monitoring (UE-side or network-side). 
Observation 5: For network side data collection, the data content/format collected from the UE to network may need to be specified. 
Observation 6: For UE side data collection, the data content/formation may not need to be defined. But the signalling/procedure to initiate data collection, reference signal configuration, as well as the assistance information may need to be specified. 
Based on the exact data content/format, we can figure out based on what kinds of measurement and over which layer (L1 or L3) the data can be generated, how the measurement samples are processed and how large the data size would be. The data size and latency requirement are the main considerations to evaluate the applicability of the identified data collection framework. 
It is known that model training requires big data set of high quality to guarantee the performance of the AI/ML model. The data collection function may broadly collect data from a large number of UEs over a relatively long period of time. The data can be logged for a certain period and then collected all at once. The size of the data would be large. As a result, data collection for offline training is characterized by less stringent latency requirement, large data size, and longer validity time. 
Compared to offline training, data collection for monitoring may have opposite requirements. ​Whenever data is collected to monitor intermediate KPIs or system performance KPIs in the model monitoring process, it needs to reflect the instantaneous performance. Data collection for monitoring may be performed on-demand or periodically while the AI/ML algorithm is in use. Data collection for offline training is characterized by near-real-time latency requirement, limited data size, and short validity time. The latency requirement for model inference may be more time-critical than model monitoring, in real-time manner. 
Observation 7: Data collection for offline training is characterized by less stringent latency requirement and large data sizes; data collection for monitoring is characterized by near-real-time latency requirement and limited data size; data collection for inference is characterized by time-critical latency requirement and limited data size. 
The requirement of data collection frequency implies the time scale to initiate data collection procedure and collects data accordingly. It also implies whether periodic, aperiodic or event/configuration-based trigger data collection is preferred or not. 
Proposal 3: RAN1 study the requirements of data collection for model offline training, model monitoring and model inference with following aspects: need of specified data content/format, data size, data collection latency and data collection frequency. 
For UE-sided model, there are generally two ways mentioned for model training, i.e., the AI/ML model is trained at the network side and transferred to the UE then, or the AI/ML model is trained at the UE side. If the UE-sided model is trained at the UE side, it is not practical to collect data and train model purely on UE devices. The practical way is that the data is collected by UEs and transferred to an OTT server, where big data set is built, and the AI/ML model is trained and developed there, just as illustrated in Figure 2. 
How to collect the data to the OTT server needs to be considered. 
· Option 1: Data transfer from UEs to OTT server with RAN awareness
· Option 2: Data transfer from UEs to OTT server without RAN awareness 


Figure 2 Data transfer from UEs to an OTT server
In option 1, RAN node is aware of UE data transfer. When UE data arrives at RAN node, RAN node processes those data, add RAN related information and transfer the UE data to the OTT server through 5GS. Based on current system architecture, UE data is transferred through CP/UP. The UE data can be included in a container if it is transferred through CP. In this case, RAN node doesn’t know what information is being transferred from the UE to the OTT server. Current data collection methods including immediate/log MDT, L1 measurement, L3 measurement, early measurement and UAI can also serve the same purpose. If those methods are used to collect UE data, RAN node knows what information is delivered as UE data. 
In option 2, RAN node is not aware of UE data transfer, which is delivered through UP. Even if the data transfer through UP channel is transparent to air interface, it may not be out of 3GPP scope and requires SA involvement, especially SA2. In last RAN2 meeting, existing EVEX framework was proposed to be studied as one of the data collection methods. We assume it is one variation of option 2. 
Proposal 4: Consider UE data transfer from UEs to the OTT server with the following ways. FFS on others. 
· Option 1: Data transfer from UEs to OTT server with RAN awareness
· Option 2: Data transfer from UEs to OTT server without RAN awareness 
If data is collected by the network side, following two options can be considered for data collection:
· Alt 1: Utilize existing or extension of existing measurement/report procedures
· Alt 2: Utilize (new)procedure particular for data collection request and control
In Alt 1, data collection relies on the measurement and report mechanisms, no matter whether such mechanisms already exist in L1 and/or L3 or is enhanced for different AI use cases. In Alt 2, data collection can be requested and controlled by a new procedure. For example, ground-true data or assistant data for model training and model monitoring may be requested by the peer entity. For ground-true data collection, the mechanism to start and stop the data collection need to be considered. For the assistant data, the mechanism to request such assistant data from peer entity should also be considered. 
[bookmark: _Hlk135036764]Proposal 5: Study the following mechanisms for data collection: utilize existing or extension of existing L1/L3 measurement and report procedure or utilize procedure particular for data collection request and control. 
For CSI compression training Type 3 (Separate training at NW side and UE side), how to perform dataset exchange should be considered. Similar as the clarification of model transfer, dataset exchange can be performed in the following two ways:
· Proprietary way: Dataset exchange is transparent to 3GPP signalling over the air interface.
· 3GPP specified way: Dataset exchange is supported by 3GPP signaling and mechanism.
If dataset exchange is performed in a proprietary way, it is assumed that there is no specification impact and not need to be discussed in 3GPP. Even if this solution is out of 3GPP scope, we need try to understand how it works. One possible way is that that the OTT server of UE side and network side communicates with each other directly based on certain business agreements between those vendors during the offline training phase. Based on this assumption, it is very likely that model update will have the similar procedure. It is expected that both initial AI/ML model deployment and model update requires relatively a long period to make the AI models be developed, tested, certified, and deployed at both the UE and gNB. It is unclear how to perform fine tuning for the model which has been already deployed at the UE and gNB with collection of the fresh data over the air interface. 
If the dataset exchange is performed in 3GPP specified way, one concern mentioned is the overhead due to dataset exchange over the air interface considering that the dataset is large. Another relevant question is whether data format for dataset exchange also needs to be specified. In our understanding, 3GPP specified way means the procedure and signaling to trigger and control dataset exchange is specified. It doesn’t necessarily mean that the data format needs to be specified. Modal fine tuning is in nature to be supported with collection of the fresh data over the air interface. 
RAN1 can study both proprietary way and 3GPP specified way and even combination of them for dataset exchange for two-sided model Type 3 training. 
[bookmark: OLE_LINK28]Proposal 6: Study the proprietary way, 3GPP specified way and combination of them for dataset exchange for two-sided model Type 3 training. 
In RAN1#112b-e Meeting, RAN1 determine to study whether/how to address additional conditions (e.g., scenarios, sites, and datasets). Data collection mechanisms may be different due to scenarios and configuration, AI/ML model is data-driven, thus training/inference/monitoring specific AI/ML models needs specific AI/ML datasets. Thus, assistance information for UE data collection for categorizing the data in forms of ID is needed for the purpose of differentiating characteristics of data due to specific (sub)use cases, purposes(training/inference/monitoring), scenarios, and requirements (latency, amount of data). It’s necessary to identify the dataset with Dataset ID that consists of assistance information.
[bookmark: _Hlk135036868]Proposal 7: A Dataset ID is assigned to the data with assistance information for the purpose of categorizing the data.
According to the study of the use case of CSI feedback enhancement, serval sources show that AI/ML model trained with dataset subject to a certain deployment scenario, and the performance will degrade if the model is trained with dataset subject to deployment scenario#A, and apply for inference with dataset subject to deployment scenario#B. Some sources show that the generalize performance can be achieved if the training dataset is constructed with data samples subject to multiple scenarios including deployment scenario#A and deployment scenario#B, and apply to either deployment scenario#A or deployment scenario#B.
The data related to model input and ground truth output for model training varies depending on the use case and deployment scenarios. Similarly, the dataset for model inference is subject to certain deployment scenarios. Additionally, intermediate KPI/system performance monitoring for model monitoring also varies depending on the use case. As different purposes require different data, the data collection entity requests specific requirements and considers the corresponding data collection mechanism, including measurement configuration and reporting.


[bookmark: _Hlk135036886]Proposal 8: Assistance information may consist of (sub)use cases, purposes(training/inference/monitoring), scenarios, and requirements (latency), timestamps, if applicable.
0. Model Control and Model Monitoring
In RAN1#110b-e meeting, RAN1 made following agreements related to model selection, activation, deactivation, switching, and fallback. It is not convenient to repeat the long word list when we talk about those operations. We can call the above operations as model control for short to facilitate the discussion. 
Proposal 9: Use ‘model control’ to stand for model selection, activation, deactivation, switching, and fallback to facilitate the discussion. 
	[bookmark: OLE_LINK76]Agreement
[bookmark: OLE_LINK84]For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· [bookmark: OLE_LINK29]UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms


Although the terminology discussion is deprioritized, it is worthwhile to clarify the difference among those terms related to model control, including model selection, modal activation, deactivation, and model switching. In our understanding, model selection is to select the first AI/ML model at the very beginning when AI/ML operation is enabled. After that, model activation/deactivation, switching and fallback is performed based on the model monitoring and change of scenarios/configurations/sites. Modal switching can be realized by deactivating the current model and activating a new model. Even though the purposes of model switching, and model activation/deactivation may be different, the actual operation may be the same. It is worthwhile to clarify the difference between them if both model switching and model activation/deactivation are kept on the table and studied. 
Proposal 10: Clarify model selection as the operation to select the first AI/ML model at the very beginning when AI/ML is enabled.
Proposal 11: Clarify the difference between model switching and model activation/deactivation and discuss the need to keep both. 
RAN1 also agreed to study model monitoring at least for the purposes of model control and model update and elaborated on how model monitoring interacts with model control for the use case of CSI compression and BM. There hasn’t been relevant agreement for positioning yet. 
	Agreement
[bookmark: OLE_LINK30]Study AI/ML model monitoring for at least the following purposes: model activation, deactivation, selection, switching, fallback, and update (including re-training).
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined)

Agreement
In CSI compression using two-sided model use case, study potential specification impact for performance monitoring including: 
· Alt1. NW-side performance monitoring:  NW monitors the performance and make decisions of model activation/ deactivation/updating/switching    
· Alt2. UE-side performance monitoring: UE monitors the performance and reports to Network, NW makes decisions of model activation/ deactivation/updating/switching 
Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation



[bookmark: OLE_LINK83]Table 1 is trying to match the use case specific agreements with general aspect agreements and makes those agreements in different places keep consistent. Furthermore, how modal monitoring interacts with model control should be discussed. 
It can be observed that for at least for UE sided models and two-sided models, network-decided approach is considered for all use cases, including CSI compression, BM-case 1 and BM-case 2. For the case of network-decided and network-initiated mechanism, modal monitoring is performed at the network side. For the case of network-decided and UE-initiated mechanism, UE performs model monitoring, sends model control request to network and network decides how to perform model control based on the inputs from the UE. It’s possible that the network may also performs model monitoring. 
Proposal 12: For network-decided and network-initiated mechanism, model monitoring is performed at the network side. 
Proposal 13: For network-sided and UE-initiated mechanism, consider the cases that model monitoring is performed at the UE side or at both UE and network side. 
UE-decided approach is only considered for UE-sided model, like BM-case 1/2 where AI/ML training, inference as well as model monitoring is performed at the UE side. However, there are some uncertainties for UE-decided approach, e.g., what events/conditions are required to be configured by the network and whether UE needs to report its decision to the network. Furthermore, UE-decided approach assumes that model monitoring is performed at the UE side. 
If UE-decide approach is UE-autonomous without reporting UE’s decision to the network, it is suitable for the collaboration level x. UE behaviours for model monitoring and modal control is UE implementation specific and will not be specified. 
Proposal 14: For UE-decided mechanisms, model monitoring is performed at the UE side. 
Proposal 15: If model control is UE-autonomous without reporting the decision to the network, model monitoring and model control at the UE side is implementation specific and will not be specified. 
Table 1 Network-decided vs. UE-decided for different use cases
	[bookmark: OLE_LINK79]Network-decided, Network-initiated,
	Network-decided, UE-initiated

	

	


	· CSI compression (Alt 1)
· [bookmark: OLE_LINK82][bookmark: OLE_LINK78]BM-case 1 and BM-case 2 (Alt 2)
	· CSI compression (Alt 2), 
· BM-case 1 and BM-case 2 (Alt 3)

	[bookmark: OLE_LINK80]UE-decided, decision reported to network, network configuration
	[bookmark: OLE_LINK81]UE autonomous, decision reported to network
	UE autonomous, decision not reported to network

	

	

	


	BM-case 1 and BM-case 2 (Alt 1)


0. [bookmark: OLE_LINK69][bookmark: OLE_LINK58]Model ID
In RAN2#121b-e meeting, RAN2 made agreements that model ID can be used to identify model or models for the following LCM purposes: model selection/activation/deactivation/switching (or identification, if that will be supported as a separate step). (e.g. for so called “model ID based LCM”). In RAN1#110b meeting, RAN1 made following agreements for model ID. In RAN1#112b-e meeting, RAN1 clarified that an AI/ML model identified by a model ID may be logical.
	Agreement
Study LCM procedure on the basis that an AI/ML model has a model ID with associated information and/or model functionality at least for some AI/ML operations. 
FFS: Detailed discussion of model ID with associated information and/or model functionality.
FFS: usage of model ID with associated information and/or model functionality-based LCM procedure
FFS: whether support of model ID
FFS: the detailed applicable AI/ML operations


[bookmark: OLE_LINK491][bookmark: OLE_LINK492][bookmark: OLE_LINK495][bookmark: OLE_LINK496][bookmark: OLE_LINK497][bookmark: OLE_LINK498][bookmark: OLE_LINK501][bookmark: OLE_LINK502][bookmark: OLE_LINK503][bookmark: OLE_LINK504][bookmark: OLE_LINK505][bookmark: OLE_LINK506][bookmark: OLE_LINK493][bookmark: OLE_LINK494]During data collection, model training and model development, it’s very likely that different vendors may have different sets of AI/ML models even for the same functionality. Considering the AI/ML model is kept proprietary, model IDs in each vendor’s repository for model development and management is implementation and vendor specific. For each model, it may be identified by an identifier and even a version number considering the model can be updated. We call it original model ID in Figure 3 to avoid potential confusion. 
[bookmark: OLE_LINK64][bookmark: OLE_LINK65]Observation 8: The original model ID in the stage of model development and management period is up to vendor’s implementation, therefore the identifier for this stage should be vendor specific.
In RAN2#121 meeting, RAN2 assumed that Model ID is unique “globally”, e.g., in order to manage test certification each retrained version need to be identified. If the network is responsible for model control, i.e., model activation/deactivation/switching, it needs to re-structure the UE vendor specific model ID lists to another form of model IDs, which are manageable by the network. We call it global model ID in Figure 1. Each global model ID of this type should be able to uniquely identify each AI model known to the network.  Certain network functions or OAM may be responsible for model ID management, where the linkage between the original vendor-specific model IDs and the global model IDs are maintained. Therefore, the model ID globally identifying each AI/ML model is a permanent ID, which is assigned and controlled by the network. 
[bookmark: OLE_LINK499][bookmark: OLE_LINK500][bookmark: OLE_LINK534][bookmark: OLE_LINK66][bookmark: OLE_LINK67]Observation 9: The original model IDs from different vendors are re-structured to global model IDs manageable at the network side. 
In order to enable UE capability reporting using a model ID, it should be globally unique and synchronized between the network and UE, allowing the UE to link the model ID to the relevant AI/ML capabilities. 
[bookmark: OLE_LINK544][bookmark: OLE_LINK545][bookmark: OLE_LINK68]Observation 10: In order to support UE capability reporting via model ID, the global model ID should be unique and valid across UEs and network.


Figure 3 Different types of model IDs for different purposes and managed by different network entities
[bookmark: OLE_LINK528][bookmark: OLE_LINK529][bookmark: OLE_LINK535][bookmark: OLE_LINK6]Even though RAN1 hasn't reached a conclusion on functionality and model ID, we can still discuss on using identifier for the UE capability reporting in a general context. If each AI/ML model is identified by a permanent global model ID at the network side, it can be used in UE capability reporting, indicating which AI/ML model is supported by the UE. For collaboration level y without model transfer, indicating the model ID in UE capability also implies the availability of the model at the UE. For collaboration level z with model transfer, model may not be available at the UE and needs to be downloaded from the network, so indicating the model ID in UE capability may imply the availability of a model on UE, or the executability of a model (which has not been available yet) before the model is downloaded. But common for both collaboration level y and collaboration level z, indicating the model ID in UE capability implies the availability of the model at the UE side. It is FFS on how to indicate the support and executability of a model before model transfer. During model transfer, the global model ID is used to identify the AI/ML model which is being transferred from the network to the UE. Model registration/identification and signaling for LCM are needed for both collaboration level y and collaboration level z which should be done before model transfer/delivery. 
[bookmark: OLE_LINK70][bookmark: OLE_LINK477][bookmark: OLE_LINK478]Observation 11: For collaboration level y without model transfer, indicating the global model ID in UE capability implies the availability of the model at the UE. 
Observation 12: For collaboration level z with model transfer, indicating the global model ID in UE capability may imply the availability of the model at the UE. It is FFS on how to indicate the support and executability of a model before model transfer.
Observation 13: Model registration/identification and signaling for LCM are needed for both collaboration level y and collaboration level z which should be done before model transfer/delivery. 
For two-sided model, the global model ID is also used to pair the AI/ML models between the UE and the network. When a global model ID is assigned to a UE part model of two-sided model, the network pairs the UE part model with a network part model.
Based on the above discussions, we propose the following for the global model ID.
[bookmark: OLE_LINK71][bookmark: OLE_LINK72][bookmark: OLE_LINK530][bookmark: OLE_LINK531]Proposal 16: The global model ID is a permanent ID, which is assigned and managed by the network.
Proposal 17: The global model ID for each AI/ML model is used for the following purposes:
· [bookmark: OLE_LINK511][bookmark: OLE_LINK512][bookmark: OLE_LINK515][bookmark: OLE_LINK719]Model test certification
· UE capability reporting to indicate which AI/ML model is available at the UE
· Model paring of the AI/ML models between the UE and network for two-sided model
Proposal 18: Model Identification/Registration should be done before model transfer/delivery.
the global model ID may have multiple fields and very long length, making it inefficient to use directly for model control.  During model control in model-ID-based LCM, an appropriate AI/ML model among a set of AI/ML models is chosen for usage, which can fit the scenario/configuration/site. Given that model activation/deactivation/switch/selection only occurs when UE is in CONNECTED state, a temporary model index can be assigned to each model through model configuration. Model activation/deactivation/switch/selection can rely on the model index, similar as SCell index for corresponding actions. Based on the model index, both UE and network knows which AI/ML is being in use and monitored. 
[bookmark: OLE_LINK73][bookmark: OLE_LINK74]Observation 14: A temporary model ID, i.e., a model index, is sufficient for model activation/deactivation/switch/selection since these operations only occur when the UE is in CONNECTED state with UE specific RRC context.
Observation 15: Global and temporary model IDs are required for different purposes and managed by different entities. 
[bookmark: _Hlk135037016]Proposal 19: A model index is assigned to each model for model activation/deactivation/switch/selection by the network through model configuration. 
0. Model Identification
In last RAN1 meeting, RAN1 made following agreements for model/functionality identification. 
	Agreement
For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.
For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion

Agreement
· Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.
· Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.



Model identification and functionality identification were defined a general way, which consider both of the cases that UE shares UE-side model information to network or network shares network-side model information to the UE. For the case that network shares network-sided information to the UE, since the network-sided model is trained and generated by the network side itself, network can align the information for the model/functionality directly through DL signalings or messages. For the case that UE shares UE-sided model information to the network, how the model/functionality identification procedure is initiated and performed by the UE should be considered. 
The UE-sided model, no matter it’s one-sided model or two-sided model, there are two possible ways to deploy the AI/ML model to the UE side: AI/ML model is generated and trained at the network side and delivered to the UE side; AI/ML model is generated and trained at the UE side. 
The network and UE should refer to the same AI/ML model unambiguously during AI/ML collaborations and LCM. For the former case, since the AI/ML model is generated at network side, it is in nature known to the network side. The AI/ML model is deployed to the UE side through model transfer procedure, which may also provide model-related information to the UE. For the latter case, the AI/ML model is generated at the UE side, which is unknown to the network side. UE needs to align with the network to share certain information for the AI/ML model. UE may provide model-related information to the network through model identification procedure.  After model identification, the related information for the multiple AI/ML models for different functionalities will be kept at the network side for each UE. 
[bookmark: OLE_LINK132]Proposal 20: Study what associated information needs to be provided through model identification for the case that UE sided model is generated and training at the UE side and leave the model identification procedure to RAN2 discussion.  
RAN2 also assumed that from Management or Control point of view mainly some meta info about a model may need to be known, details FFS. This is general assumption, regardless of whether the AI/ML mode is at UE side, network side or at both sides. Each AI/ML model is designed for a specific use case and appliable for certain scenario/configuration considering the generalization performance. Information on model input needs to be known for each AI/ML model and data collection can collect the required data for training, inference, and monitoring. 
Proposal 21: For each AI/ML model, at least following associated information needs to be known. FFS on other information. 
· Applicable AI/ML-enabled Feature/FG
· Information on model input
· Information on model output
· Information on pairing between UE-sided part and network-sided part of two-sided model 
There are generally different ways to support model identification, i.e., either with or without UE report over the air interface.  If model identification is performed by UE report over air interface, it can be performed through RRC layer or NAS layer. The mechanism for model identification should be discussed in RAN2 and SA2. RAN1 needs to discuss what information should be shared between UE and network for model/functionality identification. 
After functionality/model identification from UE to the network, can consider the solution w/wo for UE to report updates on applicable functionality(es)/model(s) over air interface, just as illustrated in Figure 4. 
· Option 1: Model/functionality identification without UE report updates on applicable functionality(es)/model(s) over air interface, needs SA involvement
· Option 2.a: Model/functionality identification with UE report updates on applicable functionality(es)/model(s) over RRC messages to RAN
· Option 2.b: Model/functionality identification with UE report updates on applicable functionality(es)/model(s) over NAS message to CN


Figure 4 Model/Functionality Identification w/wo UE report over air interface
In option 1, the model/functionality related information is coordinated between the server and certain NFs or OAM working as a repository at the network side. When the AI/ML model is delivered to from the server to the NF or OAM, it is possible that the model related information is provided during the model delivery procedure. The model related information can be known to each entity on the delivery path at the network side. In other words, model/functionality identification to alignment the common understanding for a model/functionality can be realized through model delivery. This option relies on some assumptions on system architecture, e.g., availability of APIs between the server and the NF or OAM, which is in SA’s scope. 
If model delivery from the OTT server to the UE is transparent to gNB and other network entities on the delivery path, a separate UE initiated model/functionality identification procedure needs to be done before the model can be used and controlled by the network in configuration/activation/switch/fallback. UE should initiate model/functionality identification if model is available on UE but not known to the network. So, we need to consider the alternatives through UE reporting Option 2.
[bookmark: OLE_LINK94]In option 2, the model/functionality related information is coordinated between the UE and RAN through RRC message. It is assumed that the repository is kept at RAN. When UE moves from one gNB to another, the model related information can be shared at RAN level through Xn interface between gNBs. When there is new AI/ML model available at the UE side, UE may initiate the model/functionality identification procedure to provide model related information to the network. Option 2b is similar as option 2a but assumes that the repository is kept at CN. When UE moves from one gNB to another, the model related information can be delivered from CN e.g., AMF or LMF to the target gNB.
Proposal 22: For model/functionality identification for UE-sided model when it is generated at the UE sided (over OTT server)， UE report updates on applicable functionality(es)/model(s) has following options:
· Option 1: Model/functionality identification through coordination between the server and RAN/CN during model delivery
· Option 2a: Model/functionality identification with UE report updates on applicable functionality(es)/model(s) over RRC messages to RAN
· Option 2b: Model/functionality identification with UE report updates on applicable functionality(es)/model(s) over NAS message to CN
0. Model Transfer/Delivery
In last RAN1 meeting, RAN1 made the working assumptions that gNB-UE collaboration Level y-z boundary is defined based on whether model delivery is transparent to 3GPP signaling over the air interface or not. 
Where the AI/ML models are stored determines through which tunnel (CP or UP) the AI/ML model should be transferred. RAN2 is now discussing following options for model transfer:
· Option 1: Model transfer/delivery between UE and gNB. For this option, CP and UP solutions can be studied
· Option 2: Model transfer/delivery between UE and CN. For this option, CP and UP solutions can be studied
· Option 3: Model transfer/delivery between UE and LMF. For this option, CP solution can be studied
· Option 4: Model transfer/delivery between UE and server. The option may be transparent to 3GPP, and it can be left to implementation
When the AI/ML is transferred between the network and UE, one important issue is in what kind of format the model is transferred. Two approaches were mentioned in RAN1 discussion. One approach is that the AI/ML model is transferred in the format of runtime image, i.e., one entity transfers the AI/ML model runtime image directly to the other entity. The other approach is that the AI/ML model is transferred through a specific format specified by 3GPP. However, the model transfer format should also be discussed by RAN2. RAN1 should discuss what kind of information needs to be transferred, i.e., model structure+ parameters or parameters only. Furthermore, RAN2 is evaluating the pros and cons for each model transfer/delivery option. The information about the requirements of model transfer/delivery in terms of model size, latency as well as the model update frequency is required to consider the applicability of those solutions. 
Proposal 23: For model transfer, RAN1 focuses on what kind of information needs to be delivered for model transfer. RAN1 leaves model transfer channel (CP or UP) and model format to RAN2 discussion. RAN1 should provide inputs for the requirements of model transfer/delivery in terms of model size, latency and model update frequency to RAN2 to evaluate the applicability of different model transfer/delivery solutions. 
Table 2 Different options to support model transfer/delivery
[image: ]
  
Conclusion
We have following observations and proposals:
Functional Framework
Observation 1: The function of data collection provides input data to model training, model inference and model management functions. 
Observation 2: The function of model training performs AI/ML model training, validation and testing. The well-tested model will be delivered to model storage entity for future use. 
Observation 3: The stored model is uploaded/deployed to model inference entity for further predictions or classification based on inference data.
Observation 4: The function of model management performs monitoring performance, triggering control actions, and providing performance feedback for model control and system performance evaluation.
Proposal 1: The AI/ML functional framework for air interface includes the functions of data collection, model training, model inference and model monitoring. Take Figure 1 as starting point for functional framework discussion. 
Data collection
Observation 5: For network side data collection, the data content/format collected from the UE to network may need to be specified. 
Observation 6: For UE side data collection, the data content/formation may not need to be defined. But the signalling/procedure to initiate data collection, reference signal configuration, as well as the assistance information may need to be specified. 
Observation 7: Data collection for offline training is characterized by less stringent latency requirement and large data sizes; data collection for monitoring is characterized by near-real-time latency requirement and limited data size; data collection for inference is characterized by time-critical latency requirement and limited data size. 
Proposal 2: Data collection comprises multiple functional entities serving for different purposes of functions. The functional entity of data collection is co-located with the function for which the dataset is used.
Proposal 3: RAN1 study the requirements of data collection for model offline training, model monitoring and model inference with following aspects: need of specified data content/format, data size, data collection latency and data collection frequency. 
Proposal 4: Consider UE data transfer from UEs to the OTT server with the following ways. FFS on others. 
· Option 1: Data transfer from UEs to OTT server with RAN awareness
· Option 2: Data transfer from UEs to OTT server without RAN awareness 
Proposal 5: Study the following mechanisms for data collection: utilize existing or extension of existing L1/L3 measurement and report procedure or utilize procedure particular for data collection request and control. 
Proposal 6: Study the proprietary way, 3GPP specified way and combination of them for dataset exchange for two-sided model Type 3 training. 
Proposal 7: A Dataset ID is assigned to the data with assistance information for the purpose of categorizing the data.
Proposal 8: Assistance information may consist of (sub)use cases, purposes(training/inference/monitoring), scenarios, and requirements (latency), timestamps, if applicable.
Model control and model monitoring
Proposal 9: Use ‘model control’ to stand for model selection, activation, deactivation, switching, and fallback to facilitate the discussion. 
Proposal 10: Clarify model selection as the operation to select the first AI/ML model at the very beginning when AI/ML is enabled.
Proposal 11: Clarify the difference between model switching and model activation/deactivation and discuss the need to keep both. 
Proposal 12: For network-decided and network-initiated mechanism, model monitoring is performed at the network side. 
Proposal 13: For network-sided and UE-initiated mechanism, consider the cases that model monitoring is performed at the UE side or at both UE and network side. 
Proposal 14: For UE-decided mechanisms, model monitoring is performed at the UE side. 
Proposal 15: If model control is UE-autonomous without reporting the decision to the network, model monitoring and model control at the UE side is implementation specific and will not be specified. 
Model ID
Observation 8: The original model ID in the stage of model development and management period is up to vendor’s implementation, therefore the identifier for this stage should be vendor specific.
Observation 9: The original model IDs from different vendors are re-structured to global model IDs manageable at the network side. 
Observation 10: In order to support UE capability reporting via model ID, the global model ID should be unique and valid across UEs and network.
Observation 11: For collaboration level y without model transfer, indicating the global model ID in UE capability implies the availability of the model at the UE. 
Observation 12: For collaboration level z with model transfer, indicating the global model ID in UE capability may imply the availability of the model at the UE. It is FFS on how to indicate the support and executability of a model before model transfer.
Observation 13: Model registration/identification and signaling for LCM are needed for both collaboration level y and collaboration level z which should be done before model transfer/delivery. 
Observation 14: A temporary model ID, i.e., a model index, is sufficient for model activation/deactivation/switch/selection since these operations only occur when the UE is in CONNECTED state with UE specific RRC context.
Observation 15: Global and temporary model IDs are required for different purposes and managed by different entities. 
Proposal 16: The global model ID is a permanent ID, which is assigned and managed by the network.
Proposal 17: The global model ID for each AI/ML model is used for the following purposes:
· Model test certification
· UE capability reporting to indicate which AI/ML model is available at the UE
· Model paring of the AI/ML models between the UE and network for two-sided model
Proposal 18: Model Identification/Registration should be done before model transfer/delivery.
Proposal 19: A model index is assigned to each model for model activation/deactivation/switch/selection by the network through model configuration. 
Model Identification
Proposal 20: Study what associated information needs to be provided through model identification for the case that UE sided model is generated and training at the UE side and leave the model identification procedure to RAN2 discussion.  
Proposal 21: For each AI/ML model, at least following associated information needs to be known. FFS on other information. 
· Applicable AI/ML-enabled Feature/FG
· Information on model input
· Information on model output
· Information on pairing between UE-sided part and network-sided part of two-sided model 
Proposal 22: For model/functionality identification for UE-sided model when it is generated at the UE sided (over OTT server)， UE report updates on applicable functionality(es)/model(s) has following options:
· Option 1: Model/functionality identification through coordination between the server and RAN/CN during model delivery
· Option 2a: Model/functionality identification with UE report updates on applicable functionality(es)/model(s) over RRC messages to RAN
· Option 2b: Model/functionality identification with UE report updates on applicable functionality(es)/model(s) over NAS message to CN
Model transfer/delivery
Proposal 23: For model transfer, RAN1 focuses on what kind of information needs to be delivered for model transfer. RAN1 leaves model transfer channel (CP or UP) and model format to RAN2 discussion. RAN1 should provide inputs for the requirements of model transfer/delivery in terms of model size, latency and model update frequency to RAN2 to evaluate the applicability of different model transfer/delivery solutions. 
Reference
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