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Introduction
The first 3GPP study item scope on AI/ML framework for air-interface enhancement is descried in [1].  Three carefully selected use cases are selected with the targets the formulation of a framework to apply AI. The general framework based on the study of the representative use cases will be established. 

In this paper, we focus on high level framework discussion.  
Discussion  
Functionality and model ID based LCM   
Life cycle management is an important aspect for real-time large-scale AI implementation. A high-level agreement has been identified for further study in RAN1 112bis-e.
 Agreement
· For AI/ML functionality identification and functionality-based LCM of UE-side models and/or UE-part of two-sided models:
· Functionality refers to an AI/ML-enabled Feature/FG enabled by configuration(s), where configuration(s) is(are) supported based on conditions indicated by UE capability.
· Correspondingly, functionality-based LCM operates based on, at least, one configuration of AI/ML-enabled Feature/FG or specific configurations of an AI/ML-enabled Feature/FG.
· FFS: Signaling to support functionality-based LCM operations, e.g., to activate/deactivate/fallback/switch AI/ML functionalities
· FFS: Whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations (without model identification) at the Functionality level
· FFS: Other aspects that may constitute Functionality
· FFS: which aspects should be specified as conditions of a Feature/FG available for functionality will be discussed in each sub-use-case agenda.























· For AI/ML model identification and model-ID-based LCM of UE-side models and/or UE-part of two-sided models:
· model-ID-based LCM operates based on identified models, where a model may be associated with specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and additional conditions (e.g., scenarios, sites, and datasets) as determined/identified between UE-side and NW-side.
· FFS: Which aspects should be considered as additional conditions, and how to include them into model description information during model identification will be discussed in each sub-use-case agenda.
· FFS: Relationship between functionality and model, e.g., whether a model may be identified referring to functionality(s).
· FFS: relationship between functionality-based LCM and model-ID-based LCM
· Note: Applicability of functionality-based LCM and model-ID-based LCM is a separate discussion.



















We further discuss the remaining FFS, and the applicability of functionality-based LCM and model-ID-based LCM. 

UE capability report for scenario/site/configuration/dataset specific model 
For functionality-based LCM and model-ID based LCM, whether/how to address additional conditions (e.g., scenarios, sites, and datasets) to aid UE-side transparent model operations need further discussion. In addition, there was an agreement to study:
 Agreement
· Study necessity, mechanisms, after functionality identification, for UE to report updates on applicable functionality(es) among [configured/identified] functionality(es), where the applicable functionalities may be a subset of all [configured/identified] functionalities.
· Study necessity, mechanisms, after model identification, for UE to report updates on applicable UE part/UE-side model(s), where the applicable models may be a subset of all identified models.











For scenarios/sites specific model, the UE side might train the models based on privacy related information such as location. For configuration specific model, such as the assisted information in data collection which help categorizing the dataset for training, the UE might train one model per category of dataset, or one model for multiple datasets. Using the capability inquiry and response procedure to indicate the AI model capability for that information can be high overhead, sometimes impossible due to privacy and proprietary implementation information.

In R16, there were additional UE capability report introduced for “needForGap”. The basic flow is shown in Fig 1. With different UE RF implementation, in some CA band combination, the UE can perform inter frequency measurement without measurement Gap, where in some other CA combination, gap is needed. In this scenario, sending gap requirement using static UE capability report incur large overhead, therefore the “dynamic” needForGap capability is introduced. The basic operation included: 

· The use of dynamic needForGap is configured by RRC
· The UE reports the needForGap information based on resultant band combination configuration
· The UE includes the needForGap signaling in RRCResumeComplete and RRCReconfigurationComplete message
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Fig. 1. needForGap capability report in R16 


For “dynamic” AI capability for scenario specific, site specific and configuration/dataset specific model, the R16 needForGap framework can be used as a starting point. An example high-level flowchart is shown in Fig. 2. 
· For scenario and site-specific model, the UE can determine whether the model is supported based on UE’s current location such as indoor/UMi/UMa, or site information based on location. UE can report UE capability whether scenario/site-specific model is supported. 
· For configuration-specific, or dataset specific model, the NW can include the assisted information used in data collection in the configuration RRC message, and UE can determine whether there is a corresponding AI model trained for this configuration/dataset. 
· If UE does NOT support the scenario/site/configuration/dataset specific model, NW should not further configure the AI function or AI model for inferencing. 
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Fig. 2. Example of AI model capability report to support scenario/site/configuration/dataset specific


On top of the UE capability of whether to support AI function or AI model, additional condition might raise that the UE may want to temporary disable the AI model inferencing, such as due to desirable UE power saving. UE assisted information provides a flexible framework for UE to indicate the preference to have AI function/AI model de-activated. 

Proposal 1: Use needForGap UE capability report framework at a starting point to support scenario-specific, site-specific, configuration-specific and/or dataset-specific AI model UE capability report.  If UE indicate the configuration/scenario/site is NOT supported in RRCReconfigurationComplete, NW should not configure the AI functionality or AI model. 

Proposal 2: Use UAI framework as a starting point to feedback additional UE preference due to temporary model un-availability such as desirable UE power saving, model concurrency etc. 


Relationship between functionality-based LCM and model-ID-based LCM
It is not clear the relationship between functionality-based LCM and model ID based LCM. There are two different understanding on this relationship. 
· Alt 1: Functionality based LCM is the baseline. Model ID based LCM is used on top of functionality-based LCM when needed.   
· Alt 2: Functionality based LCM and model ID based LCM are parallel.  
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Alt 1: Functionality is baseline                                      Alt 2: Separate signaling framework 

Fig 3: Relationship of functionality-based LCM and model ID based LCM.

For functionality-based LCM, the key open issue is the granularity of the AI functionality. The AI function granularity highly dependent on each use case, the applicable condition and the AI model generalization performance. As detailed UE feature is normally discussed at the end of WI phase, it is desirable to defer the detailed discussion of the functional granularity per sub-use case in WI phase.

In principle, Alt 1 and Alt 2 both work for signaling purpose. However, for Alt 1, if model ID is only used in cases where functionality-based LCM is not sufficient, the definition of model ID can be difficult to converge given the dependency of functionality granularity. Therefore, it is desirable to separate the discussion.    

Proposal 3: Define functionality-based LCM and model ID based LCM independently.  

Proposal 4: Functionality granularity is sub-use case dependent and can be defined in later stage of WI similar to legacy UE feature discussion.   


Applicability of functionality-based LCM and model-ID-based LCM

Functionality based life cycle management: 

For one sided model without model transfer, if the training and inferencing is at the UE side, the life cycle management can use AI function-based approach, as shown in Fig. 3.    
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Fig.4. Example of AI function-based LCM for UE side model without model transfer

· Before deployment, AI function identification alignment are among vendors and operators during development cycle. This is similar to other traditional features alignment, and up to implementation.  
· After deployment, UE capability report includes its supported AI functions. The AI model is trained and inferenced at the UE side, and model is proprietary to the UE. Other model related information, such as number of models UE used for the same function, exact model input, structure of the model, what is the loss function etc, are all up to UE’s choice. UE might be able to use some privacy related information to assist the model performance, such as UE location information and UE speed etc. UE does not report detailed information of each model to the network.
· NW can activate the AI function, such as temporal DL Tx beam prediction at the UE side. UE will perform inferencing and feedback the predicted NW beam. The UE might implement multiple models for the prediction, based on UE speed and position. UE can select the proper model for inferencing without letting NW know exactly which model is selected. 
· If NW provide assisted information for UE model training, for example, for spatial domain beam prediction where NW provided beam relationship to UE during training phase, similar assisted information such as configuration ID can be sent to UE to select proper AI model for inferencing.  
· Both NW and UE can do performance monitoring. If NW detect the inferencing results are not accurate anymore, NW can de-active the function. If UE detect the performance degradation, UE can switch to different models, or if no models meet the performance requirement, UE can send UL request to NW, to de-activate the AI function and fall back to traditional methods. In addition, NW can configure performance monitoring KPI threshold to the UE, to ensure the UE side AI model can meet the NW expectation. The exact KPI and threshold are up to each use case discussion.  
· Model update is another important aspect that have been discussed. For one-sided model without model transfer, model update is based on proprietary solution.

Proposal 5: Functionality based LCM procedure can be used for one sided model without model transfer.

 
Model ID based life cycle management: 
   
For two-sided model, or with model transfer, model ID and model description can be used in life cycle management. 

For two-sided model, model ID and model description is used for training collaboration. Model ID identification is aligned between vendors during the offline training processes.  
· For training collaboration type 1 with joint training of the two-sided model at a single side, the training entity can determine the model ID for the two-sided model based on 3GPP specified model ID and model description format. After offline training, part of the model will be transferred from NW to UE, or from UE to NW. The model is identified by the ID. For training type 1, UE vendor may share the supported model structures through offline agreement between vendors, in order to ensure the transferred model weights can be supported efficiently.   
· For training collaboration type 2 with joint training of the two-sided model at network side and UE side jointly, the NW and UE will align the model ID following 3GPP specified model ID format. Gradient exchanges are between partial models with the same model ID. 
· For training collaboration type 3 with separate training at NW side and UE side, entity who trained first will select the model ID based on 3GPP specificized model ID format. For example, for UE-first training, UE will collect data, perform initial training, select a model ID, and generate the training dataset for NW training. The dataset is transmitted together with the model ID label, so NW side can perform separate training using the received dataset and knows how to pair the UW side model with UE side model.    
After training, the UE side model and NW side model is paired and identified by model ID. The model ID can be used for other part of life cycle management. Either UE or NW can pick the model to be used. 
· If NW choose the model to be used, the model ID can be part of activation signaling. 
· If UE choose the model to be used, the model ID can be part of UE report to NW. In this case, NW activation is activating one AI function, such as AI based CSI compression.    

To enable model update, for two-sided model with model transfer, once the training node decides to update the model, either the encoder or decoder can be downloaded with a new version number, so model update can be supported inherently. For training collaboration type 2 and type 3, model update will not be an easy effort, since it will require either another engineering events between vendors, or training data transfer with the model ID and version number.  
 

Proposal 6: Model ID based LCM procedure can be used for two-sided model, and one-sided model with model transfer.

Proposal 7: AI model identification can be done between vendors/operators during offline training collaboration for two-sided model, or part of feature alignment for one sided model for known model structure.  


Model ID and model description 
RAN2 has been actively discussing model ID definition and a set of agreements reached in previous meetings.  

In RAN2#119b-e, below high-level agreements were made with FFS on model identification: 
R2 assumes that from Management or Control point of view mainly some meta info about a model may need to be known, details FFS.
R2 assumes that a model is identified by a model ID. Its usage is FFS. 
General FFS: AIML Model delivery to the UE may have different options, Control-plane (multiple subvariants), User Plane, can be discussed case by case.

In RAN2#120, below high-level agreements were made: 
R2 assumes that model ID can be used to identify which AI/ML model is being used in LCM including model delivery. 
R2 assumes that model ID can be used to identify a model (or models) during model selection/activation/deactivation/switching (can later align with R1 if needed). 

In RAN2#121, model ID was agreed to be global:
RAN2 assumes that Model ID is unique “globally”, e.g. in order to manage test certification each retrained version need to be identified. 

In RAN2#121bis-e, model ID was agreed to be global:

R2 assumes that Information such as FFS: vendor info, applicable conditions, model performance indicators, etc. may be required for model management and control, and should, as a starting point, be part of meta information.

It is expected RAN2 will specify the final model ID definition, and for some use case, local model ID can be configured by RRC signaling to reduce signaling overhead of global model ID. 

During RAN1 discussion, concept of physical model/logical model ID are discussed. It was also mentioned some local logic model ID can be used, instead of “globally” unique ID. To facilitate efficient discussion, RAN1 can focus on the requirement of the model ID and let RAN2 define the exact model ID format. 

Proposal 8: RAN1 discussion focus on the use cases and requirement for model ID. 

An example of the format is shown in Fig. 5. The model ID can be defined to support multi-vendor interoperability. For example, for two-sided mode, model ID is used to indicate the pairing relationship between the UE side encoder and NW side decoder, to ensure the corresponding paired models are used during two-sided model inferencing. 
To enable efficient model ID management, taken CSI compression sub-use case as example, different methods of defining model ID for two sided models to facilitate model inferencing between UE and NW using the paired models. It should be noted that due to 1 to multi-models training, it is possible that one NW decoder can be trained to work with multiple UE encoders, or wise versa.  
· The model ID is indicated using NW side decoder with NW vendor identification, and other applicable conditions. 
· When UE receive the NW side model ID during configuration, the UE can determine the corresponding UE side encoder to generate the CSI information, based on offline training collaboration and model identification.    
· The model ID is indicated using UE side decoder with UE vendor identification, and other applicable conditions. 
· When UE include the UE side model ID during configuration, the UE use the configured UE side model to generate the CSI information. NW knows the UE side model ID based on offline training collaboration and model identification.    
· The model ID can be indicated by the training dataset exchanged between NW and UE
· This method works particularly for training collaboration type 3.  
· The model ID can be indicated by both NW side decoder model and UE side encoder model, i.e., explicating linking information is listed.
· The model ID can be indicated by training session API.
· This method works particularly for training collabration type 2.  
For meta data, the following example information can be included:  
· NW vendor identification 
· UE vendor identification
· PLMN ID
· AI functionality/sub-use case
· Version number
· Metadata may indicate the input/output size/type of the AI model
· Metadata may indicate inferencing/operating condition: Urban, indoor, dense macro,
· Metadata may indicate pre-processing and post processing of the measurement for AI input/output
· Metadata may indicate training status: trained and tested network and potential training data set indication. 
· Metadata may indicate compression status of the model  
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Fig. 5 AI model identification and format example
Proposal 9: 3GPP define model ID and model description. For two-sided model, the model ID is to facilitate the corresponding UE part or NW part model paring in LCM procedure. 
Proposal 10: For two-sided model, the model ID can be defined via:
· NW part model with NW vendor identification, and other applicable conditions. 
· UE part model with UE vendor identification, and other applicable conditions.  
· Both NW part model and UE part model, i.e., explicating link information is listed, and other applicable conditions.  
Proposal 11: Model description include scenarios/configurations for model inferencing, model input/output information, model file type/size/compression status etc.   
 
Functional framework 
Functional framework has not been discussed actively so far in RAN1 SI. The functional framework in RAN3 study is captured in TR 37.817 section 4. The functional framework is kept to the high level. The main functional blocks including data collection, model training, model inference, and actor.  The functional framework figure is copied below for easier reference. 



	Figure 4.2-1. Functional Framework for RAN Intelligence (TR 37.817)

The functional framework defined in TR 37.817 is quite generic, therefore can use as baseline for RAN1 SI functional framework discussion. Additional aspects can be considered: 
· Whether model inference block needs to be separated for one sided model and two-sided model. 
· Whether performance monitoring block need to be explicitly captured. 
· Whether model activation/de-activation/switching need to be captured in the functional framework. 
We do not see strong motivation to further separate the model inference block based on one-sided or two-sided model. For two-sided model, the UE part model and NW part model needs to work in pairs, one model inference block can represent the high-level function. 

We do see the value of adding monitoring function, and the inter-action with inferencing block through activation/de-activation/switching. An example of functional block is shown in Fig. 2. 

[image: ]

Fig 2: Proposed functional framework with performance monitoring

Proposal 12: Use TR 37.817 functional framework as the starting point for RAN1 functional framework discussion. 

Proposal 13: Considering additional performance monitoring block in the functional framework.  
   
Model delivery format 
In RAN1 110 discussion, the model delivery format, as a run-time binary image versus in a model description format have been discussed. 

To compile the model to a run-time binary image, device hardware specific information is needed. It is difficult for one entity to compile the run-time image to another entity in real deployment. Therefore, model delivery using run-time image from one entity to another entity is not feasible in most of the time for level z. 

A model description format contained the trained neural network that is used to make predictions on new data. The trained model is a file containing the layers and wights/bias of the deep neural network. The model is saved in a file depending on the machine learning framework that is used. For example, Keras saves models as .h5 file. ONNX (open neural network exchange format) [3] is an open format built to represent ML models. A summary of model format in [4] copied below for information.
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Fig. 3 Example of model file formats

Due to different model format in current AI industry, it is expected that the model trained by different network vendors or UE vendors can have different formats. One potential solution is that the network is responsible to convert the AI model to the format that UE supports.   Defining AI model format is out of 3GPP RAN scope.

Proposal 14: For level z, 3GPP consider endorse a few existing AI model formats. 3GPP does not specify its own model format for model delivery.

Conclusion
In the paper, we discuss the general framework aspect of AI based air interface enhancement. The proposals are: 

Proposal 1: Use needForGap UE capability report framework at a starting point to support scenario-specific, site-specific, configuration-specific and/or dataset-specific AI model UE capability report.  If UE indicate the configuration/scenario/site is NOT supported in RRCReconfigurationComplete, NW should not configure the AI functionality or AI model. 

Proposal 2: Use UAI framework as a starting point to feedback additional UE preference due to temporary model un-availability such as desirable UE power saving, model concurrency etc. 

Proposal 3: Define functionality-based LCM and model ID based LCM independently.  

Proposal 4: Functionality granularity is sub-use case dependent and can be defined in later stage of WI similar to legacy UE feature discussion.   

Proposal 5: Functionality based LCM procedure can be used for one sided model without model transfer.

Proposal 6: Model ID based LCM procedure can be used for two-sided model, and one-sided model with model transfer.

Proposal 7: AI model identification can be done between vendors/operators during offline training collaboration for two-sided model, or part of feature alignment for one sided model for known model structure.  

Proposal 8: RAN1 discussion focus on the use cases and requirement for model ID. 
Proposal 9: 3GPP define model ID and model description. For two-sided model, the model ID is to facilitate the corresponding UE part or NW part model paring in LCM procedure. 
Proposal 10: For two-sided model, the model ID can be defined via:
· NW part model with NW vendor identification, and other applicable conditions. 
· UE part model with UE vendor identification, and other applicable conditions.  
· Both NW part model and UE part model, i.e., explicating link information is listed, and other applicable conditions.  
Proposal 11: Model description include scenarios/configurations for model inferencing, model input/output information, model file type/size/compression status etc.   
Proposal 12: Use TR 37.817 functional framework as the starting point for RAN1 functional framework discussion. 

Proposal 13: Considering additional performance monitoring block in the functional framework.  

Proposal 14: For level z, 3GPP consider endorse a few existing AI model formats. 3GPP does not specify its own model format for model delivery.
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