3GPP TSG RAN WG1 #113 		                                    		   R1-2305124
Incheon, Korea, May 22nd – 26th, 2023

Agenda Item:	9.2.4.2
Source:	InterDigital, Inc.
Title:	Designs and potential specification impacts of AIML for positioning
Document for:	Discussion and Decision
[bookmark: _Ref513464071]Introduction
[bookmark: _Hlk101726869]In RAN1#112b-e, the agreements were made to clarify specification impacts and scope of the study [1]. In this contribution, details related to AIML assisted positioning and potential specification impacts are described.
Background : Different cases of AIML positioning
In RAN1#110be, the following cases are agreed to be studied.
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
In AIML positioning, assistance information from the network becomes essential to train and use the trained model for positioning. In general, training of a model can be done at the network or UE. For UE-based training, the network provides assistance information for training the model at the UE. For UE-assisted training where the UE reports measurements to the network for training, the specification impact may be minimal since the UE can report measurements such as RSRP for configured PRS resources, without knowing that AIML models are being trained. 
Truth label : Noisy or partial ground truth
The following agreement was made in RAN1#112b-e to discuss specification impacts for ground truth label determination. The following agreement has been made.
	Agreement
Regarding training data generation for AI/ML based positioning, 
· The following options of entity and mechanisms to generate ground truth label are identified
· At least PRU is identified to generate ground truth label for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
· At least LMF with known PRU location is identified to generate ground truth label for UE-assisted/LMF-based positioning with LMF-side model (Case 2b) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
· At least network entity with known PRU location is identified to generate ground truth label for NG-RAN node assisted positioning with gNB-side model (Case 3a)
· FFS whether and if so, applicable conditions and potential specification impact for the following options to generate ground truth label
· UE generates ground truth label based on non-NR and/or NR RAT-dependent positioning methods
· Network entity generates ground truth label based on positioning methods
· The following options of entity to generate other training data (at least measurement corresponding to model input) are identified
· For UE-based with UE-side model (Case 1) and UE-assisted positioning with UE-side (Case 2a) or LMF-side model (Case 2b)
· PRU 
· UE
· For NG-RAN node assisted positioning with Network-side model (Case 3a and Case 3b)
· TRP
· Note: transfer of training data from the entity generating training data to a different entity is not precluded and associated potential specification impact is for further study


One of the FFS points, according to the agreement above [1], is whether a UE can generate the ground truth based on non-NR and/or NR RAT dependent positioning methods. For both case 1 and Case 2a, a UE can generate ground truth for training AI/ML models. As our company contribution [2] indicates (e.g., Figure 1 in [2]), up to a certain level of uncertainties, no significant degradation in positioning accuracy performance has been observed. Thus, as long as uncertainties in the ground truth reported by the UE is below a tolerable level, a UE can be used as a provide of the ground truth.
Proposal 1: Support a UE to generate ground truth label based on non-NR and/or NR RAT-dependent positioning methods when uncertainty of the ground truth is below a threshold
	Agreement
Regarding training data collection for AI/ML based positioning, study benefit(s) and potential specification impact (including necessity) at least for the following aspects
· Associated information of training data
· Quality indicator at least for ground truth label (if needed)
· Other information associated with training data is not precluded. E.g., information related training dataset/samples, information related to scenario, resource configuration & mapping, timing for training data, information on implementation imperfections, etc.
· Assistance signaling and procedure to facilitate generating/collecting training data
· Potential determination of the UE/PRU/TRP which can provide the training data
· Configuration of reference signal (for measurement and/or label) 
· Signaling other than above 2 for data collection
· E.g., requested quality of training data


In the above agreement, details of quality indicator for the ground truth label are agreed to be studied. One of the essential quality indicators of the ground truth is whether the ground truth indicator is verified by the network or not. For example, the LOS/NLOS indicator can be generated by the network or UE. In the current specification [3], accuracy of LOS/NLOS indicators depends on the implementation. Thus, any quality indicators associated with LOS/NLOS may also depend on implementation. If the UE generates a LOS/NLOS indicator, it should be verified by the network so that the network or UE can use the verified LOS/NLOS indicator for training. 
Proposal 2: A quality indicators is a LOS/NLOS indicator is network verification

	Agreement
Regarding AI/ML model inference, to study the potential specification impact (including the feasibility, and the necessity of specifying AI/ML model input and/or output) at least for the following aspects for AI/ML based positioning accuracy enhancement
· For direct AI/ML positioning (Case 2b and 3b), type of measurement(s) as model inference input considering performance impact and associated signaling overhead
· Potential new measurement: CIR/PDP
· existing measurement: e.g., RSRP/RSRPP/RSTD
· Note1: details of potential new measurement and/or potential enhancement to existing measurement is to be studied
· Note2: study the impact of model input for other cases are not precluded
· For AI/ML assisted positioning with UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a), measurement report to carry model output to LMF
· new measurement report: e.g., ToA, path phase
· existing measurement report: e.g., RSTD, LOS/NLOS indicator, RSRPP
· enhancement of existing measurement report: e.g., soft information/high resolution of RSTD 
· Assistance signaling and procedure to facilitate model inference for both UE-side and Network-side model
· RS configurations
· Other assistance information is not precluded 

Note: Companies are encouraged to report their assumption of functionality and their assumption of information element(s) of AI/ML functionality identification for AI/ML based positioning with UE-side model (Case 1 and 2a).


The above agreement was made to study specification impacts of model inputs. According to the evaluation results presented in [2], CIR as inputs to the AIML model yields significant accuracy improvement over the case when conventional measurements (e.g., RSRP) are used as model inputs.  One of the potential specification impacts for CIR is the definition of the CIR.
Proposal 3: Potential specification impact of CIR as an AIML model input is the definition of the CIR measurement
Conclusion.
In this contribution, the following proposals are made.
Proposal 1: Support a UE to generate ground truth label based on non-NR and/or NR RAT-dependent positioning methods when uncertainty of the ground truth is below a threshold
Proposal 2: A quality indicators is a LOS/NLOS indicator is network verification
Proposal 3: Potential specification impact of CIR as an AIML model input is the definition of the CIR measurement
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