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1. Introduction

In last meeting, the following agreements have been achieved [1].
Agreement
Regarding monitoring for AI/ML based positioning, at least the following entities are identified to derive monitoring metric

· UE at least for Case 1 and 2a (with UE-side model)

· gNB at least for Case 3a (with gNB-side model)

· LMF at least for Case 2b and 3b (with LMF-side model)

Working Assumption
Regarding data collection at least for model training for AI/ML based positioning, at least the following information of data with potential specification impact are identified.

· Ground truth label

· At least for model training

· Report from the label data generation entity

· Measurement (corresponding to model input)

· At least for model training

· Report from the measurement data generation entity

· Quality indicator

· For and/or associated with ground truth label and/or measurement at least for model training

· Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity

· RS configuration(s)

· At least for deriving measurement

· Request from data generation entity (UE/PRU/TRP) to LMF and/or as LMF assistance signaling to UE/PRU/TRP

· Note1: there may not be any enhancements on top of existing RS configuration(s) or any new RS configuration(s) for positioning measurement

· Time stamp

· At least for and/or associated with training data for model training

· Separate time stamp for measurement and ground truth label, when measurement and ground truth label are generated by different entities

· Report from data generation entity together with training data and/or as LMF assistance signaling

· Note2: there may not be any enhancements on top of time stamp in existing positioning measurement report or any new time stamp report for positioning measurement

· FFS other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection

· Note3: whether the above information can be applied to other aspects of AI/ML LCM (e.g., updating, monitoring, etc.) can also be discussed

· Note4: transfer of data from the entity generating data to a different entity is not precluded from RAN1 perspective

Agreement
Regarding monitoring for AI/ML based positioning, at least the following aspects are identified for further study on benefit(s), feasibility, necessity and potential specification impact for each case (Case 1 to 3b)

· Assistance signaling from LMF to UE/PRU/gNB for UE/gNB-side model monitoring

· Assistance signaling from UE/PRU for network-side model monitoring

· Model monitoring based on provided ground truth label (or its approximation)

· Monitoring metric: statistics of the difference between model output and provided ground truth label

· Provisioning of ground truth label and associated label quality

· Model monitoring using at least statistics of measurement(s) without ground truth label

· Monitoring metric: e.g., statistics of measurement(s) compared to the statistics associated with the training data

· Note1: the measurement(s) may or may not be the same as model input 

· Note2: other monitoring methods (e.g., based on statistics of model output without ground truth label, based UE motion sensor and/or jointly based on multiple monitoring metrics) are not precluded

Agreement
Regarding LCM of AI/ML based positioning accuracy enhancement, at least for Case 1 and Case 2a (model is at UE-side), further study the following aspects on information related to the conditions 
· What are the conditions for functionality-based LCM

· which aspects should be specified as conditions of a Feature/FG available for functionality

· What are the conditions for model-ID-based LCM

· Which aspects should be considered as additional conditions, and how to include them into model description information during model identification
In this contribution, we will provide some discussions on AI/ML for positioning accuracy enhancement.
2. Discussions 
2.1 Training data collection

There are some discussions on training data collection. Proposal 1-1-1a [2] provides a good summary for the ground truth label generation.

Proposal 1: Proposal 1-1-1a discussed in last meeting could be agreed.

2.2 Model monitoring and update

The performance monitoring of the positioning model can be completed by comparing the positioning results. The results available for comparison include time domain monitoring and comparison of location results from different sources. When the multiple positioning results of the same UE at different times have large deviations, the accuracy of the AI model could not be ensured. In addition, some position results could also be exchanged between NW and UE for comparison. When there is a large deviation in the positioning results, AI model updating or switching needs to be considered. For AI/ML model at UE side, the data for comparison could be from non-AI poisoning algorithms at UE or assistant information transferred from NW. The reliability of non-AI positioning algorithms at UE is limited by many factors. NW could provide high reliability UE location by UE requirement for AI/ML model monitoring. 

Proposal 2: For AI/ML model monitoring at UE side, high accuracy positioning results from NW could be considered by request as assistant information.
In general, an AI/ML model is area/scenario specific. When a UE moves across different areas, the applied AI/ML model will also change. For an identified AI/ML model/functionality at UE side, applicable area information should be shared between UE and NW. When UE moves out of the applicable area, NW could inform UE to perform model update.
Proposal 3: NW could provide area-based model monitoring for UE side AI/ML model.
2.3 Model transfer/delivery
There was a lot of discussions on model transfer/delivery in the last meeting, and some important factors are provided in Proposal 2-1a [2]. Parts of the factors are positioning specific while others are generic for all cases. From the point of view of integrity of SI, Proposal 2-1a could be agreed as conclusion.
Proposal 4: Proposal 2-1a discussed in last meeting could be agreed as conclusion.
The generalization capability of AI model is very important for positioning. AI/ML model for direct positioning is more sensitive to channel variation. The location of gNB and spatial consistency change will have great impact on positioning accuracy. This makes the AI-based direct positioning will mainly apply to the relatively stable environment, such as industrial scenarios. For such a relatively fixed environment, a large amount of labeled data should be collected for model training. NW could obtain relatively complete training data and accurate AI/ML model. However, it is difficult for a UE to obtain massive labeled data. Therefore, the main source of AI/ML model at UE side for direct positioning should be considered from NW. 
Proposal 5: For UE-based positioning with UE-side model, AI/ML model delivery from NW should be considered for Case1.
2.4 Functionality-based LCM
In 9.2.1, applicable conditions for functionality and AI/ML model have been agreed and the details could be discussed in each sub-use-case agenda. The detail design of applicable conditions should consider the requirements of LCM process, e.g. data collection, model training/inference/monitoring/switching/updating. For AI/ML based positioning, input and output of AI/ML model, application scenario(s) could be considered as starting point. Considering the definition of applicable condition should be part of UE capacity, the final decision could be made in RAN2.

Proposal 6: As for the conditions for functionality-based/model-ID-based LCM, input and output of AI/ML model, application scenario(s) could be considered as starting point.  

2.5 Model input/output for inference

For different AI model, the input of AI model is different. There are two types of information could be used as the input of AI model. One type is from actual measurement and the other is from received assistant information. CIR/RSTD is measured from PRS or SRS. Whether legacy PRS and/or SRS should be enhanced needs FFS. When multiple gNBs could be used for the input of AI model, some assistant information could be exchanged among NW and UE to reduce measurement and AI model input for overhead reduction and accuracy improvement.

Proposal 7: Assistant information from NW to UE could be considered for AI/ML input control for case1 and Case 2a.
3. Conclusion
In summary, the following proposals are provided:
Proposal 1: Proposal 1-1-1a discussed in last meeting could be agreed.

Proposal 2: For AI/ML model monitoring at UE side, high accuracy positioning results from NW could be considered by request as assistant information.
Proposal 3: NW could provide area-based model monitoring for UE side AI/ML model.
Proposal 4: Proposal 2-1a discussed in last meeting could be agreed as conclusion.
Proposal 5: For UE-based positioning with UE-side model, AI/ML model delivery from NW should be considered for Case1.

Proposal 6: As for the conditions for functionality-based/model-ID-based LCM, input and output of AI/ML model, application scenario(s) could be considered as starting point.  

Proposal 7: Assistant information from NW to UE could be considered for AI/ML input control for case1 and Case 2a.
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