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Introduction
As part of Rel-18 Study Item on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface [1], 3GPP has agreed to study the framework for AI/ML for air-interface corresponding to target use cases considering aspects such as performance, complexity, and potential specification aspects. One of the identified use cases include:
CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
For each of the use cases, one of the objectives is to 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels

Potential specification impact for CSI compression with two-sided model
There are a few left-over issues from the last meeting regarding potential spec impact for CSI compression. For most of these proposals there was a general agreement among the companies so hopefully they can be agreed with minimum discussion. 

Training collaboration

Currently we have several different options for training collaboration types for CSI compression and model delivery types. Furthermore, as we are reaching the end of SI and getting some initial observations regarding the performance of these different training collaboration type for CSI compression and their generalization aspects. Based on the slow progress in the general framework regarding two sided models and model ID based LCM, it is important that we prioritize the type(s) of training collaboration and model delivery type for CSI compression based on the performance gains, complexity and generalizability aspects. Therefore, from a workload perspective, it is important to discuss and select the type(s) training collaboration for CSI compression that will be prioritized and later studied in WI in Rel-19. Furthermore, we also need to discuss which of the model delivery type(s) will be prioritized and later studied in WI in Rel-19.

[bookmark: _Hlk134887625]Proposal 1: In CSI compression using two-sided model use case, discuss the pros/cons of different offline training collaboration types and select the training collaboration type(s) for CSI compression that will be prioritized and later studied in the WI.

Data collection

In RAN1#112[6] it was agreed that
Agreement
· In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact of UE side data collection enhancement including at least  
· Enhancement of CSI-RS configuration to enable higher accuracy measurement.
· Assistance information for UE data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc.
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.
· Signaling for triggering the data collection
· In CSI compression using two-sided model use case, further discuss the necessity, feasibility, and potential specification impact for NW side data collection including at least:   
· Enhancement of SRS and/or CSI-RS measurement and/or CSI reporting to enable higher accuracy measurement. 
· Contents of the ground-truth CSI including:  
· Data sample type, e.g., precoding matrix, channel matrix etc.
· Data sample format: scaler quantization and/or codebook-based quantization (e.g., e-type II like). 
· Assistance information (e.g., time stamps, and/or cell ID, Assistance information for Network data collection for categorizing the data in forms of ID for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc., and data quality indicator)
· Latency requirement for data collection
· Signaling for triggering the data collection

In RAN1#112bis-e[7] it was agreed that  
Agreement
In CSI compression using two-sided model use case, further study the necessity and potential specification impact of the following aspects related to the ground truth CSI format for NW side data collection for model training:   
· Scalar quantization for ground-truth CSI
· FFS: any processing applied to the ground-truth CSI before scalar quantization, based on evaluation results in 9.2.2.1
· Codebook-based quantization for ground-truth CSI
· FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
· Number of layers for which the ground truth data is collected. And whether UE or NW determine the number of layers for ground-truth CSI data collection.

Data collection is an important aspect to enable performance monitoring of AI/ML models for CSI compression at NW sided using ground truth CSI report. Therefore, it is important to study any potential specification impact, complexity, overhead and latency requirements on ground truth CSI report for NW side data collection for model performance monitoring.

Proposal 2: In CSI compression using two-sided model use case, further study the necessity, complexity, overhead, latency and potential specification impact on ground truth CSI report for NW side data collection for model performance monitoring:   
· Scalar quantization for ground-truth CSI
· FFS: any processing applied to the ground-truth CSI before scalar quantization
· Codebook-based quantization for ground-truth CSI
· FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
· L1 signaling procedure to enable fast identification of AI/ML model failure performance.
Performance monitoring, model update, activation/de-activation/switching and other topics

IN RAN1#112bis-e it was agreed 
Agreement
In CSI compression using two-sided model use case, further study the necessity and potential specification impact of the following aspects related to the ground truth CSI format for NW side data collection for model training:   
· Scalar quantization for ground-truth CSI
· FFS: any processing applied to the ground-truth CSI before scalar quantization, based on evaluation results in 9.2.2.1
· Codebook-based quantization for ground-truth CSI
· FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
· Number of layers for which the ground truth data is collected. And whether UE or NW determine the number of layers for ground-truth CSI data collection.

To support the performance monitoring of the AI/ML model we should study any specification impact required to enable performance monitoring using the existing CSI feedback scheme such as Rel-16 Type II as the reference to compare the performance of the existing CSI feedback scheme. 

Proposal 3: In CSI compression using two-sided model use case, for UE-side monitoring, further study feasibility and potential specification impact to enable performance monitoring and fallback using an existing CSI feedback scheme as the reference.
· Configuration/indication of the precoding type applied to the PDSCH transmission or CSI-RS, i.e., whether precoding is based on reference scheme or AI/ML scheme.
· The association between AI/ML scheme and existing CSI feedback scheme for monitoring 
· Other aspects are not precluded. 

Conclusion
In this contribution, we discussed a sub-use case on CSI feedback enhancements related to CSI compression. We made the following observations and proposals.

Proposal 1: In CSI compression using two-sided model use case, discuss the pros/cons of different offline training collaboration types and select the training collaboration type(s) for CSI compression that will be prioritized and later studied in the WI.

Proposal 2: In CSI compression using two-sided model use case, further study the necessity, complexity, overhead, latency and potential specification impact on ground truth CSI report for NW side data collection for model performance monitoring:   
· Scalar quantization for ground-truth CSI
· FFS: any processing applied to the ground-truth CSI before scalar quantization
· Codebook-based quantization for ground-truth CSI
· FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
· L1 signaling procedure to enable fast identification of AI/ML model failure performance.

Proposal 3: In CSI compression using two-sided model use case, for UE-side monitoring, further study feasibility and potential specification impact to enable performance monitoring and fallback using an existing CSI feedback scheme as the reference.
· Configuration/indication of the precoding type applied to the PDSCH transmission or CSI-RS,  i.e., whether precoding is based on reference scheme or AI/ML scheme.
· The association between AI/ML scheme and existing CSI feedback scheme for monitoring 
· Other aspects are not precluded. 
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