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Introduction
As part of Rel-18 Study Item on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface [1], 3GPP has agreed to study the framework for AI/ML for air-interface corresponding to target use cases considering aspects such as performance, complexity, and potential specification aspects. One of the identified use cases include:
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
For each of the use cases, one of the objectives is to 
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels

[bookmark: _Hlk127521107]This contribution discusses the evaluation aspects of the AI/ML framework for CSI enhancements, specifically the open issues regarding the evaluations and LCM. 

CSI compression
 
In RAN1#110[3] it was agreed that
Agreement
For CSI enhancement evaluations, to verify the generalization performance of an AI/ML model over various scenarios, the set of scenarios are considered focusing on one or more of the following aspects as a starting point:
· Various deployment scenarios (e.g., UMa, UMi, InH)
· Various outdoor/indoor UE distributions for UMa/UMi (e.g., 10:0, 8:2, 5:5, 2:8, 0:10)
· Various carrier frequencies (e.g., 2GHz, 3.5GHz)
· Other aspects of scenarios are not precluded, e.g., various antenna spacing, various antenna virtualization (TxRU mapping), various ISDs, various UE speeds, etc.
· Companies to report the selected scenarios for generalization verification
One of the aspects that need to studied to verify generalization performance of AI/ML model for CSI compression over various scenarios, is data distribution from different UE types. The AI/ML model for CSI compression can be device specific or it can be trained for a set of different devices. It is important to understand that if an AI/ML model that is trained using the data from different UE is able to generalize as well as AI/ML models trained for a single UE device.

[bookmark: _Hlk134881777]Proposal 1: For CSI compression evaluation, to verify the generalization performance of AI/ML models over various scenarios, for the modeling of the variation among dataset distributions over different UE types (e.g., different UE vendors/UE versions of a single vendor), consider the following aspects
· Different deployment scenarios, e.g., UE#1 with UMa while UE#2 with UMi, or UE#1 with LOS while UE#2 with O2I.
· Different antenna deployments, e.g., UE#1 with (1,1,2,1,1,1,1) while UE#2 with (1,2,1,1,1,1,1) for 2Rx.
· Different antenna gain imbalance values.
· Other factors are not precluded.

In RAN1#110e-bis[4] it was agreed
Agreement
In CSI compression using two-sided model use case, evaluate and study quantization of CSI feedback, including at least the following aspects: 
· Quantization non-aware training 
· Quantization-aware training
· Quantization methods including uniform vs non-uniform quantization, scalar versus vector quantization, and associated parameters, e.g., quantization resolution, etc.
· How to use the quantization methods
In RAN1#111[5] it was agreed
Agreement
For the evaluation of quantization aware/non-aware training, the following cases are considered and reported by companies:
· Case 1: Quantization non-aware training, where the float-format variables are directly passed from CSI generation part to CSI reconstruction part during the training
· Fixed/pre-configured quantization method/parameters is applied for the inference phase
· Companies to report the design of the fixed/pre-configured quantization method/parameters, e.g., quantization resolution, vector quantization codebook, etc.
· Case 2: Quantization aware training, where quantization/dequantization is involved in the training process
· Case 2-1: Fixed/pre-configured quantization method/parameters are applied during the training phase; the same quantization codebook is applied for the inference phase
· Companies to report the design of the fixed/pre-configured quantization method/parameters, e.g., quantization resolution, vector quantization codebook, etc.
· Case 2-2: The quantization method/parameters are updated in together with the AI/ML models during the training; when training is finished, the final quantization codebook is applied for the inference phase
· Companies to report how to update the quantization method/parameters during the training
· Note: the above cases apply for training Type 1/2/3
· Others are not precluded.

We believe in order to better understand the capability of the models and to get an upper bound on the performance of the models we should study the case for training without quantization and inference without quantization as a upper bound for performance. Therefore, we propose the following,
Proposal 2:  For the evaluation of quantization aware/non-aware training, on top of the agreed cases of quantization non-aware training (Case 1) and quantization aware training (Case 2-1, Case 2-2), introduce an additional upper bound case of Case 0: non-quantized training and inference (i.e., float-format variables are directly passed from CSI generation part to CSI reconstruction part during the training and inference), to reflect the performance loss due to quantization.
In RAN1#112bis-e we made the following observations. 
Note: for result collection for the generalization verification of AI/ML based CSI compression over various deployment scenarios, till the RAN1#112bis-e meeting,
· 15 sources show that compared to the case where the AI/ML model is trained with dataset subject to a certain deployment scenario#B and applied for inference with a same deployment scenario#B, it has degraded performance if the model is trained with deployment scenario#A and applied for inference with a different deployment scenario#B.
· E.g., deployment scenario#A is UMa, deployment scenario#B is UMi, deployment scenario#A is UMi, deployment scenario#B is UMa, or deployment scenario#A is InH, deployment scenario#B is UMa/UMi.
· 6 sources observe that if deployment scenario#A and deployment scenario#B are subject to some certain combinations, the degradation is minor.
· E.g., deployment scenario#A is UMa, deployment scenario#B is UMi, or deployment scenario#A is UMi, deployment scenario#B is UMa.
· 6 sources show that generalized performance of the AI/ML model can be achieved, if the training dataset is constructed with data samples subject to multiple deployment scenarios including deployment scenario#A and deployment scenario#B, and the trained AI/ML model applies inference on either deployment scenario#A or deployment scenario#B.
· E.g., deployment scenario#A is InH, deployment scenario#B is UMa and/or UMi.
· 3 sources show that, compared to the case where the AI/ML model is trained on scenario#A and applied for inference on deployment scenario#B, the generalization performance can be improved, if the AI/ML model, after trained on deployment scenario#A, is updated based on a fine-tuned dataset subject to deployment scenario#B, and performs inference on deployment scenario#B.
· E.g., deployment scenario#A is InH, deployment scenario#B is UMa or UMi.
Observation
For the scalability verification of AI/ML based CSI compression over various CSI payload sizes, till the RAN1#112bis-e meeting, compared to the generalization Case 1 where the AI/ML model is trained with dataset subject to a certain CSI payload size#B and applied for inference with a same CSI payload size#B, 
· Generalized performance of the AI/ML model can be achieved (0%~5.9% loss) under generalization Case 3 for the inference on either CSI payload size#A or CSI payload size#B, if the training dataset is constructed with data samples subject to multiple CSI payload sizes including CSI payload size#A and CSI payload size#B, and an appropriate scalability solution is performed to scale the dimension of the AI/ML model, shown by 7 sources (Note *) (6 sources (Note **) showing 0%~2.2% loss, 3 sources (Note ***) showing 2.35%~5.9% loss). The scalability solution is adopted as follows:
· Pre/post-processing of truncation/padding, adopted by 3 sources (Note ****), showing 0.2%~5.9% loss.
· Various quantization granularities, adopted by 1 source (Note *****), showing 1.8%~4.7% loss.
· Adaptation layer in the AL/ML model, adopted by 3 sources (Note ******), showing 0%~4.05% loss.
· Note: the above results are based on the following assumptions
· Precoding matrix is used as the model input.
· Training data samples are not quantized, i.e., Float32 is used/represented.
· 1-on-1 joint training is assumed.
· Input/output scalability dimension Case 3 is adopted: A pair of CSI generation part with scalable input/output dimensions and CSI reconstruction part with scalable output and/or input dimensions.
· The performance metric is SGCS in linear value for layer 1/2.
· Note *: Huawei, HiSilicon (R1-2302358), Ericsson (R1-2302918), OPPO (R1-2302540), Fujitsu (R1-2302904), CMCC (R1-2303224), MediaTek (R1-2303336), NTT DOCOMO (R1-2303705).
· Note **: Huawei, HiSilicon (R1-2302358), Ericsson (R1-2302918), Fujitsu (R1-2302904), CMCC (R1-2303224), MediaTek (R1-2303336), NTT DOCOMO (R1-2303705).
· Note ***: Ericsson (R1-2302918), OPPO (R1-2302540), MediaTek (R1-2303336).
· Note ****: OPPO (R1-2302540), Fujitsu (R1-2302904), CMCC (R1-2303224).
· Note *****: Ericsson (R1-2302918).
· Note ******: Huawei, HiSilicon (R1-2302358), MediaTek (R1-2303336), NTT DOCOMO (R1-2303705).

Currently we have several different options for training collaboration types for CSI compression and model delivery types. Furthermore, as we are reaching the end of SI and getting some initial observations regarding the performance of these different training collaboration type for CSI compression and their generalization aspects. Based on the slow progress in the general framework regarding two sided models and model ID based LCM, it is important that we prioritize the type(s) of training collaboration for CSI compression based on the performance gains, complexity and generalizability aspects. Therefore, from a workload perspective, it is important to discuss and select the type(s) training collaboration for CSI compression that will be prioritized and later studied in WI in Rel-19. 
Proposal 3: In CSI compression using two-sided model use case, discuss the pros/cons of different offline training collaboration types and select the training collaboration type(s) for CSI compression that will be prioritized and later studied in the WI.
· Down selection is based on observations for performance gains, model generalization aspects and model complexity for the different training collaboration types.
Conclusion

Proposal 1: For CSI compression evaluation, to verify the generalization performance of AI/ML models over various scenarios, for the modeling of the variation among dataset distributions over different UE types (e.g., different UE vendors/UE versions of a single vendor), consider the following aspects
· Different deployment scenarios, e.g., UE#1 with UMa while UE#2 with UMi, or UE#1 with LOS while UE#2 with O2I.
· Different antenna deployments, e.g., UE#1 with (1,1,2,1,1,1,1) while UE#2 with (1,2,1,1,1,1,1) for 2Rx.
· Different antenna gain imbalance values.
· Other factors are not precluded.

Proposal 2:  For the evaluation of quantization aware/non-aware training, on top of the agreed cases of quantization non-aware training (Case 1) and quantization aware training (Case 2-1, Case 2-2), introduce an additional upper bound case of Case 0: non-quantized training and inference (i.e., float-format variables are directly passed from CSI generation part to CSI reconstruction part during the training and inference), to reflect the performance loss due to quantization.

Proposal 3: In CSI compression using two-sided model use case, discuss the pros/cons of different offline training collaboration types and select the training collaboration type(s) for CSI compression that will be prioritized and later studied in the WI.
· Down selection is based on observations for performance gains, model generalization aspects and model complexity for the different training collaboration types.
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