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1 Introduction
Precise positioning is a crucial application for 5G and beyond. At RAN#94e a new Study Item [1] "Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface" was approved. Targeting the delivery of a new TR by RAN#102 when R18 freezes, this new SI studies the 3GPP framework for AI/ML for air interface, evaluates the performance of air interface AI/ML models, and assesses potential specification impact considering targeted use cases. As one of the three initial use cases, "Positioning accuracy enhancements for different scenarios" focuses on the improvement of positioning accuracy utilizing AI/ML approaches especially under heavy NLOS conditions when conventional positioning methods may lose their advantages.
Description of the objective for the new Study Item regarding AI/ML-based positioning includes the following:
Study the 3GPP framework for AI/ML for air interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact.	Use cases to focus on: 	Initial set of use cases includes: 	Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 


In this contribution, we present our views on aspects of AI/ML positioning approaches and potential specification impact for AI/ML-based positioning accuracy enhancement.
2 Discussion
2.1 Data collection
	Working Assumption
Regarding data collection at least for model training for AI/ML based positioning, at least the following information of data with potential specification impact are identified.
· Ground truth label
· At least for model training
· Report from the label data generation entity
· Measurement (corresponding to model input)
· At least for model training
· Report from the measurement data generation entity
· Quality indicator
· For and/or associated with ground truth label and/or measurement at least for model training
· Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity
· RS configuration(s)
· At least for deriving measurement
· Request from data generation entity (UE/PRU/TRP) to LMF and/or as LMF assistance signaling to UE/PRU/TRP
· Note1: there may not be any enhancements on top of existing RS configuration(s) or any new RS configuration(s) for positioning measurement
· Time stamp
· At least for and/or associated with training data for model training
· Separate time stamp for measurement and ground truth label, when measurement and ground truth label are generated by different entities
· Report from data generation entity together with training data and/or as LMF assistance signaling
· Note2: there may not be any enhancements on top of time stamp in existing positioning measurement report or any new time stamp report for positioning measurement
· FFS other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection
· Note3: whether the above information can be applied to other aspects of AI/ML LCM (e.g., updating, monitoring, etc.) can also be discussed
· Note4: transfer of data from the entity generating data to a different entity is not precluded from RAN1 perspective





In RAN1 #112bis, information such as quality indicator, time stamp have been identified for model training which may have potential specification impact. In this section, we discussed the possibility of using above information for other aspects of AI/ML LCM as well as other necessary information for data collection. 
Quality indicator
1. Quality indicator for training data collection
For model training as discussed, the quality of the dataset has significant impact on the performance of AI/ML algorithms. If the ground truths are not accurately labeled, the AI/ML algorithms trained based on that dataset may perform poorly at certain situations, which can hardly predict the expected results or patterns. The quality indicator can indicate the quality of training data which gives model developers the flexibility to choose the data which meet specific requirement to train the target AI/ML algorithm. For instance, ground truth labels with above 90% confidence may be used for the training of a specific positioning method with higher accuracy. Similar to quality indicator, the training/management entity can request training data which meets certain level of quality requirement for the same purpose. Therefore, with flexibility of these two alternatives, model developers are offered with more options to improve AI/ML positioning accuracy. 
2. Quality indicator for monitoring
Quality indicator can also be used for model monitoring. Due to the dynamic change of environment, the operating/inferencing condition of a model may not be same as the training condition, e.g. a change of SINR. If a model is deployed under this situation, its performance may suffer from degradation since there is a shift between operating/inferencing and training condition. Quality indicator can be used to monitor and flag this difference, then send this information to the LCM management entity if necessary. Based on this information, the LCM management entity can make better monitoring decisions.
Observation 1: Quality indicator can be used to monitor and flag the difference between model operating/inferencing condition and training condition.
Another example is that it can be used to indicate the result for out of distribution detection for model input related measurements. The detail of out of distribution detection for model monitoring is in section 2.2. Under this context, the quality indicator corresponds to the output of out of distribution detection, e.g., it can be represented as a probability and indicate whether a scenario is seen in the training dataset. In addition, a threshold can be set such that only the detection results lower than certain value are reported to reduce model monitoring overhead. 
Consider using quality indicator for model monitoring, e.g., to indicate the result for out of distribution detection for model input related measurements. 
Timing information
1. Time stamp for training data collection
There are situations when the model input data and the ground truth label may not be collected by the same entity. For instance, in Case 2b and 3b, the model input data are collected by UE/gNB while LMF with known UE location can be used to collect the ground truth label. Therefore, the data binding process for the ground truth label and other training data is needed to generate a desired dataset. As the training data are usually generated with temporal consistency, assistance information of the training data such as time stamp, sequence number can be collected, to support data-label association, removal of incorrect, duplicated data etc. In such way, a high-quality training dataset can be created. With regard to specification impact, the supported format of assistance information such as time stamp may be indicated when the training entity requires a data collection entity to upload the data. Then the collected data may need to attach the required assistance information before being sent to the training entity. 
Observation 2: Assistance information such as time stamp can be collected to support training data association, false data removal, thus ensuring high-quality training dataset generation. Training data collection with the aid of time stamp can facilitate training data pre-processing (e.g. data binding).
2. Time stamp for model inference/monitoring 
In positioning scenarios, positioning data are usually generated with temporal consistency. Therefore, time stamp information for continuously running model inference can be used to provide an effective means for error detection/model monitoring. For instance, by attaching time stamp with the model inference result, the monitoring component can detect a model malfunction by observing the discontinuities in time and space, thus may help developers further improve the model.
Time stamp can also be used for model inference/monitoring to help detect model malfunctions by observing the discontinuities in time and space, thus may help developers further improve the model performance.

2.2 Model monitoring
	Agreement
Regarding monitoring for AI/ML based positioning, at least the following entities are identified to derive monitoring metric
· UE at least for Case 1 and 2a (with UE-side model)
· gNB at least for Case 3a (with gNB-side model)
· LMF at least for Case 2b and 3b (with LMF-side model)



Model monitoring is an important process in machine learning to ensure that a model is performing accurately and consistently. In RAN1 #112bis, LMF has been identified as an entity to derive monitoring metric for Case 2b and 3b, since it is an obvious option to have minimum specification impact regarding air interface when both model deployment/inferencing and model monitoring happen within the network(in Case 2b and Case 3b).
Observation 3: For Case 2b and Case 3b, if a model and its monitoring are deployed within network side (e.g. LMF),   minimum specification impact regarding model monitoring is expected.
However, in our understanding gNB can also conduct part of metric monitoring based on its knowledge in Case 3b. For instance, gNB may be used to monitor the radio environment where channel observation information are collected, then report corresponding monitoring metric to LMF. 
Support both gNB and LMF for Case 3b as entities to derive monitoring metric. 

	Agreement
Regarding monitoring for AI/ML based positioning, at least the following aspects are identified for further study on benefit(s), feasibility, necessity and potential specification impact for each case (Case 1 to 3b)
· Assistance signaling from LMF to UE/PRU/gNB for UE/gNB-side model monitoring
· Assistance signaling from UE/PRU for network-side model monitoring
· Model monitoring based on provided ground truth label (or its approximation)
· Monitoring metric: statistics of the difference between model output and provided ground truth label
· Provisioning of ground truth label and associated label quality
· Model monitoring using at least statistics of measurement(s) without ground truth label
· Monitoring metric: e.g., statistics of measurement(s) compared to the statistics associated with the training data
· Note1: the measurement(s) may or may not be the same as model input 
· Note2: other monitoring methods (e.g., based on statistics of model output without ground truth label, based UE motion sensor and/or jointly based on multiple monitoring metrics) are not precluded
Following agreement is made in RAN1 #112:
Agreement
Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on benefit(s), feasibility, necessity and potential specification impact for the following aspects
· Entity to derive monitoring metric
· UE at least for Case 1 and 2a (with UE-side model)
· FFS PRU for Case 1 and 2a
· gNB at least for Case 3a (with gNB-side model)
· FFS gNB for Case 3b (with LMF-side model)
· LMF at least for Case 2b and 3b (with LMF-side model)
· Note1: companies are requested to report their assumption of entity to calculate monitoring metric if different from above options for each of the agreed cases (Case 1 to Case 3b)
· If model monitoring does not require ground truth label (or its approximation).
· Monitoring metric, e.g., statistics of measurement, relative displacement, inference output inconsistency, etc.
· Assistance signaling and procedure, e.g., RS configuration(s) for measurement, measurement statistics as compared to the model input statistics of the training data, etc.
· report of the calculated metric and/or model monitoring decision
· If model monitoring requires and is provided ground truth label (or its approximation)
· Monitoring metric, e.g., statistics of the difference between model output and ground truth label, etc.
· Assistance signaling and procedure, e.g., from LMF to UE/gNB indicating ground truth label and/or measurement, etc.
· report of the calculated metric and/or model monitoring decision
· Note2: other options (of monitoring methods, monitoring metrics, assistance signaling) are not precluded




Model monitoring based on provided ground truth label
The procedure for monitoring model performance based on ground truth labels involves comparing the predicted values of the model to the actual values of the ground truth labels. In our view, there are two important aspects regarding its specification impacts.
To conduct ground truth based monitoring, the performance metrics should be defined first. Different performance metrics can be used to evaluate the model's performance, such as mean absolute error (MAE) or root mean square error (RMSE). Secondly, the model needs to be monitored regularly using the aforementioned metrics to ensure it continues to perform well on the dynamically changing environment or the new data. This involves periodically testing the model's performance on a test set and comparing the predicted UE positions to the actual UE positions. If the model's performance degrades over time, it may be necessary to retrain the model or update the dataset to ensure that it remains accurate and reliable. Hence, when different entities are involved in the model monitoring procedure, a negotiation that which metrics to be monitored may be needed as well as the transfer of metrics between them. 
Observation 4: When different entities are involved in the model monitoring procedure, a negotiation that which metrics to be monitored may be needed as well as the transfer of metrics between them. 
Out of distribution detection -- model monitoring without ground truth label
Out of distribution detection is a method does not required ground truth label which separates in-distribution data and out of distribution data based on the model input data. It is able to flag the situation when the input data for a model may have not been seen during training, thus it is valued as one effective model monitoring approach to indicate when the model may have performance degradation, and provide insight about where to improve the training methods or dataset. 
The out of distribution detection algorithm may reuse the training dataset for positioning algorithm, then deployed at the entity which can obtain model input data, preferably at the entity that processes model input data for the positioning model, in order to detect the out of distribution error as quick as possible. For instance, in Case 2a, UE can quickly process CIR as positioning model input and raise a flag to inform the model monitoring entity. 
Regarding specification impact, it may involve the transfer of the out of distribution detection algorithm/model from NW model repository. In addition, the out of distribution detection result may need to report to NW.
Consider out of distribution detection as a model monitoring method to help detect performance degradation and provide insight about where to improve the training methods/dataset. 
Monitoring decisions
In Case 1 and Case 2a, the model is deployed at UE side.
· If model monitoring is also deployed at UE side, then UE can make monitoring decisions (e.g. model switching/fallback/selection) based on the monitoring metrics and report to network side. To make the decision, UE may need assistance information from the network.
· If model monitoring is deployed at network side, UE needs to at least send model output (e.g. UE position, ToA, LoS/NLoS indicator) and UE position to the network. The decision of model switching/selection is made by the network and transferred to UE.
Enhance LPP to support model monitoring decisions, as well as the transmission of model output and UE position for model monitoring input.
In Case 3a, the model is deployed at gNB side.
· If model monitoring is deployed at the same side, gNB can make decisions (e.g. model switching/fallback/selection) based on the monitoring metrics and report to network side. To make the decision, gNB may need assistance information from the network.
· If model monitoring is deployed at network side, gNB can send its model output to network, then network obtains a monitoring decision based on the collected information, and sends the model monitoring decision to gNB.
Enhance NRPPa to support model monitoring decisions, as well as the transmission of model output as model monitoring input.

2.3 Model inference
	Following agreement is made in RAN1 #112:
Agreement
Regarding AI/ML model inference, to study the potential specification impact (including the feasibility, and the necessity of specifying AI/ML model input and/or output) at least for the following aspects for AI/ML based positioning accuracy enhancement
· For direct AI/ML positioning (Case 2b and 3b), type of measurement(s) as model inference input considering performance impact and associated signaling overhead
· Potential new measurement: CIR/PDP
· existing measurement: e.g., RSRP/RSRPP/RSTD
· Note1: details of potential new measurement and/or potential enhancement to existing measurement is to be studied
· Note2: study the impact of model input for other cases are not precluded
· For AI/ML assisted positioning with UE-assisted (Case 2a) and NG-RAN node assisted positioning (Case 3a), measurement report to carry model output to LMF
· new measurement report: e.g., ToA, path phase
· existing measurement report: e.g., RSTD, LOS/NLOS indicator, RSRPP
· enhancement of existing measurement report: e.g., soft information/high resolution of RSTD 
· Assistance signaling and procedure to facilitate model inference for both UE-side and Network-side model
· RS configurations
· Other assistance information is not precluded 



Flexible data format to support training data collection
When model training/inferencing data need to be collected from one entity and transferred to another entity which subsequently performs model training/inferencing, two entities need to negotiate/define the required data elements, data structures, and assistance information before the data transmission starts, considering the training/inferencing data and associated information required for various positioning methods may differ from each other. For instance, in Case 2b, network (e.g. LMF) may send UE: ①the required data for model input e.g. CIR/PDP; ②data structure to represent CIR/PDP; ③as well as assistance information such as the radio environment information for training data collection or inferencing purpose. Then UE can report training data in proper format as required. Therefore, a flexible data format is needed to support training/inferencing data transmission with diverse assistance information for different positioning methods, which may be up to RAN2 discussion.
Study and define data format to support flexible training/inferencing data transmission with diverse assistance information.
CIR/PDP
For direct AI/ML positioning (Case 2b and 3b), CIR/PDP may become the potential new measurements that have impact on LPP/NRPPa. According to evaluations in 9.4.2.1, different companies may use a variety of CIR/PDP formats for their AI/ML positioning methods. Options for CIR/PDP include but not limited to the following:
· Truncated PDP
· Compressed PDP
· Normalized/non-normalized CIR
· Truncated CIR
· Compressed CIR
In addition, for each measurement type, other information such as the number of TRP involved, length of the sample truncation etc. needs to be further specified. Therefore, model input types as well as related parameters such as PRS/SRS, number of TRPs, length of time domain samples, whether/how the input data is compressed etc. should be indicated via information elements to ensure both sides are using the the formats agreed on.
Study and enhance LPP/NRPPa to support diverse variants channel observation measurements e.g. CIR/PDP as model input. 

2.4 Conditions for functionality-based/model-ID-based LCM
	Agreement
Regarding LCM of AI/ML based positioning accuracy enhancement, at least for Case 1 and Case 2a (model is at UE-side), further study the following aspects on information related to the conditions 
· What are the conditions for functionality-based LCM
· which aspects should be specified as conditions of a Feature/FG available for functionality
· What are the conditions for model-ID-based LCM
· Which aspects should be considered as additional conditions, and how to include them into model description information during model identification



In 9.2.1 general aspects of AI/ML framework of RAN1 #112bis, an agreement is made to further discuss in each sub-use-case on the conditions/additional conditions for functionality-based LCM/model-ID-based LCM, which leads to the above agreement in 9.2.4.2. 
1. Functionality-based LCM
Reusing the legacy 3GPP Features framework, a feature can have one or multiple feature groups, and each feature group can have sub-level options based on various configurations. For instance, AI/ML positioning as a sub-use-case can be a feature, then multiple feature groups within the feature can be defined based on model input and output. Considering other configurations of the model such as # of TRP, RS configuration, SINR requirement etc., there can be a sub-levels within a specific feature group. The example hierarchical structure is shown in Table 1.   
	Feature
	Feature Group Index
	Feature Group
	Sub-level

	







AI/ML

positioning
	x-y1-1
	Model input: CIR
Model output: pos.
	# of TRP config1
RS config 1

	
	x-y1-2
	Model input: CIR
Model output: pos.
	# of TRP config2
RS config 1

	
	x-y1-z
	...
	...

	
	x-y2-1
	Model input: PDP
Model output: pos.
	# of TRP config m1
RS config n1

	
	x-y2-2
	Model input: PDP
Model output: pos.
	# of TRP config m2
RS config n2

	
	x-y2-z
	...
	...

	
	x-y3-1
	Model input: CIR
Model output: ToA
	# of TRP config m3
RS config n3

	
	x-y3-2
	Model input: CIR
Model output: ToA
	# of TRP config m4
RS config n4

	
	x-y4-1
	Model input: CIR
Model output: LoS/NLos
	# of TRP config m1
RS config n1

	
	x-y4-2
	Model input: CIR
Model output: LoS/NLos
	# of TRP config m2
RS config n2

	
	...


Table 1 Hierarchical structure to reuse legacy 3GPP Feature framework for AI/ML positioning
Consider using sub-use-case (e.g. AI/ML positioning) as a Feature and defining multiple Feature Groups within the Feature based on model input and output. More detailed configurations/information of the model such as # of TRP, RS configuration can be used as sub-level options of a Feature Group.
2. Model-ID-based LCM
Scenario/site related information
According to RAN1#112bis and previous agreement, LCM can operate in an ID-based manner. On one hand, UE can indicate its capability associated with supported scenario IDs; on the other hand, models are assigned model IDs for a given sub-use-case (e.g positioning) where scenario/sub-use-case related information/additional conditions may be needed for identification purpose between UE and NW.
With respect to positioning, data-based AI/ML methods now are highly correlated with the geographical area where training data are collected. For instance, a specific factory site can be identified as the target area to provide better positioning accuracy by the support of one or more AI/ML methods. And to develop and train one of the AI models, large number of data are collected within the target area. 
Therefore, to indicate the UE capability e.g. supported positioning area, scenario related information such as geographical information of the target positioning area or the available cells may be necessary, such that NW can know whether UE already supports AI positioning in this area, whether a model transfer is needed, or to enable UE/NW to perform LCM, e.g. deactivate the model when UE is leaving the target area.
Information related to scenario/site such as geographical information of the target area for positioning can be indicated by UE to inform NW of the supported sites in order to facilitate model LCM. 
In addition, geographical information e.g. the valid geographical boundary of the model can be attached as additional conditions/assistance information of a model, such that UE or NW are aware of this model’s geographical limitation, which can better support model-ID based LCM.
To support model-ID based LCM, geographical information e.g. the valid geographical boundary of the model can be considered as one of additional conditions.

Training related capability indication
We note that in certain scenarios, UE may be required to participate in model training which has higher hardware requirements than inferencing e.g. support of batch processing or large memories to store massive temporary variables during model training process. In our understanding, the support of model inference doesn’t mean UE is able to function proper model training in terms of the time consumption, training accuracy or other training metrics. Thus how NW is informed of the AI/ML capability of a UE considering both model training and inferencing aspects can be discussed. 
Observation 5: NW may need to be aware of the AI/ML capability of a UE in advance considering both model training and inferencing aspects, if the UE is to be used for model training in certain scenarios.
Furthermore, if training is needed at UE side (e.g in Case 1, Case 2a), related training requirements (e.g. minimal training requirements) should be indicated via model information.
If training is needed at UE side, training related system requirements (e.g. minimal training requirements) should be indicated via model information as one of additional conditions.
Following the same logic, it is also necessary for NG-RAN nodes to report their capability to indicate the support of AI/ML functionality considering the fact that most of the current NG-RAN nodes or even in the near future may not be equipped with AI/ML capability e.g. model training. Although there may be no specification impact on air interface, RAN1 as leading WG for this SI may need to note this NG-RAN-side impact. 
If training is needed at gNB side, training related system requirements should be indicated via model information.

2.5 Other aspects
In RAN1#112, the following agreements are reached in 9.2.1. In our understanding, it is necessary that the UE capability  are firstly indicated before the model transfer in order to avoid circumstances e.g. UE may not support the model being transferred. Therefore, in this section we discussed the option of retrieving UE capability before model transfer.
	Agreement
To facilitate the discussion, consider at least the following Cases for model delivery/transfer to UE, training location, and model delivery/transfer format combinations for UE-side models and UE-part of two-sided models. 
	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format
	3GPP Network
	NW-side

	z3
	model transfer in open format
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE
	3GPP Network
	NW-side



Note: The Case definition is only for the purpose of facilitating discussion and does not imply applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.
Note: The Case definition is NOT intended to introduce sub-levels of Level z.
Note: Other cases may be included further upon interest from companies.
FFS: Z4 and Z5 boundary 



Possibility of retrieving UE capability via third parties
If the network needs to transfer one/multiple AI/ML positioning models to a UE such that one of these models can be deployed at UE side, then UE’s AI/ML capability should be informed to network before the model transfer procedure. In such manner network can validate in advance whether this UE is capable of AI/ML related processing, or supports specific AI/ML positioning models.
Observation 6: UE capability should be informed to NW in advance to facilitate NW-side validation if a model needs to be transferred from network and deployed at UE. 
As agreed in RAN1#112, 6 cases ranging from y to z5 are listed to facilitate the discussion of model transfer. In some of the cases, NW may need to retrieve models from a third party (e.g. UE vendor) to store them, considering that the model may need UE/chipset vendor level compilation which could be cumbersome, expensive and unnecessary for NW to handle. Following this logic, it may be possible to retrieve UE capability via third parties e.g. UE/chipset vendors. For instance, UE can report its ID to NW, then NW inquires UE/chipset vendors of the UE capability. Optionally, these UE capabilities provided by vendors can also be cached. 
Study whether/how to retrieve UE capability via third parties e.g. UE/chipset vendors. For instance, UE can report its ID to NW, then NW inquires UE/chipset vendors of its UE capability.


3 Conclusion
Observation 1: Quality indicator can be used to monitor and flag the difference between model operating/inferencing condition and training condition.
Observation 2: Assistance information such as time stamp can be collected to support training data association, false data removal, thus ensuring high-quality training dataset generation. Training data collection with the aid of time stamp can facilitate training data pre-processing (e.g. data binding).
Observation 3: For Case 2b and Case 3b, if a model and its monitoring are deployed within network side (e.g. LMF),   minimum specification impact regarding model monitoring is expected.
Observation 4: When different entities are involved in the model monitoring procedure, a negotiation that which metrics to be monitored may be needed as well as the transfer of metrics between them. 
Observation 5: NW may need to be aware of the AI/ML capability of a UE in advance considering both model training and inferencing aspects, if the UE is to be used for model training in certain scenarios.
Observation 6: UE capability should be informed to NW in advance to facilitate NW-side validation if a model needs to be transferred from network and deployed at UE. 

Proposal 1: Consider using quality indicator for model monitoring, e.g., to indicate the result for out of distribution detection for model input related measurements.
Proposal 2: Time stamp can also be used for model inference/monitoring to help detect model malfunctions by observing the discontinuities in time and space, thus may help developers further improve the model performance.
Proposal 3: Support both gNB and LMF for Case 3b as entities to derive monitoring metric.
Proposal 4: Consider out of distribution detection as a model monitoring method to help detect performance degradation and provide insight about where to improve the training methods/dataset.
Proposal 5: Enhance LPP to support model monitoring decisions, as well as the transmission of model output and UE position for model monitoring input.
Proposal 6: Enhance NRPPa to support model monitoring decisions, as well as the transmission of model output as model monitoring input.
Proposal 7: Study and define data format to support flexible training/inferencing data transmission with diverse assistance information.
Proposal 8: Study and enhance LPP/NRPPa to support diverse variants channel observation measurements e.g. CIR/PDP as model input.
Proposal 9: Consider using sub-use-case (e.g. AI/ML positioning) as a Feature and defining multiple Feature Groups within the Feature based on model input and output. More detailed configurations/information of the model such as # of TRP, RS configuration can be used as sub-level options of a Feature Group.
Proposal 10: Information related to scenario/site such as geographical information of the target area for positioning can be indicated by UE to inform NW of the supported sites in order to facilitate model LCM.
Proposal 11: To support model-ID based LCM, geographical information e.g. the valid geographical boundary of the model can be considered as one of additional conditions.
Proposal 12: If training is needed at UE side, training related system requirements (e.g. minimal training requirements) should be indicated via model information as one of additional conditions.
Proposal 13: If training is needed at gNB side, training related system requirements should be indicated via model information.
Proposal 14: Study whether/how to retrieve UE capability via third parties e.g. UE/chipset vendors. For instance, UE can report its ID to NW, then NW inquires UE/chipset vendors of its UE capability.
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Appendix 1: Model inference analysis for each case
In this section, we shared our views on the potential specification impact for each case.
Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
The procedure for both direct AI/ML positioning and AI/ML assisted positioning of Case 1 are analyzed below, and no specification impact regarding model inference is observed.
Direct AI/ML positioning
For direct AI/ML positioning of Case 1, the UE-side model performs inference and directly outputs UE location information, then this location information can be reported from UE to LMF server using existing LPP protocol. Input for the model can be channel observation e.g. Channel Impulse Responses (CIR) based on DL PRS measurement by UE. The aforementioned CIR usually has undergone a pre-processing procedure such as CIR truncation, normalization. An example could be the UE-based fingerprinting positioning approach.
AI/ML assisted positioning
For AI/ML assisted positioning of Case 1, the UE-side model performs inference and intermediate measurement results are derived as output. These intermediate measurement results usually contain (or can be processed to derive) information that is already defined in the current specification such that they can be used by NR traditional positioning methods to locate the UE. The model input can be the CIR or Channel Energy Response (CER) from DL PRS, and model output could be hard or soft LoS classification, DL RSTD, DL TDOA, ToA, or other information which can be processed to have a mapping relationship to existing measurements in order to derive the final UE position. An example could be UE-based DL TODA positioning approach with UE-side model.
In Case 1, by using AI/ML, UE position is calculated at UE side since UE-based position methods are used, after that UE position can be transferred to LMF using existing LPP. Thus, in our understanding, there is no specification impact regarding model inference as the AI/ML-related processing and position derivation is operated at UE, and information transfer between the network and UE can use existing protocols.
No specification impact is observed for Case 1 model inference.
Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
For Case 2a, the UE-side model performs inference and intermediate measurement results are derived as output. Compared with AI/ML assisted positioning of Case 1, UE position is finally calculated at LMF side in Case 2a, meaning that the intermediate measurement results need to be reported to LMF via air interface.
In this case, model input can be channel observation e.g. CIR, Power Delay Profile (PDP), or Channel Energy Response (CER) from DL PRS. However, model-input-related processing is up to implementation and has no specification impact, considering it’s deployed within UE. 
Model output could be hard or soft LoS classification, DL RSTD, ToA, or other information which usually can be processed and related to existing measurements. An example could be LMF-based DL TODA positioning approach with UE-side model where LPP without further enhancement can be used to transfer the model-output-related measurements to LMF, thus no specification impact. In addition, the enhancement of LPP can happen when a new measurement report or IE is proposed, such as a report of probability distribution for existing measurements, if the related method can improve UE positioning performance under certain circumstances.
In Case 2a,
· No specification is observed regarding model input.
· When the model output aligns with existing LPP reports, there is no specification impact.
· The enhancement of LPP can happen when a new measurement report or IE is proposed if related method can improve UE positioning performance under certain circumstances.
For Case 2a model inference, whether LPP needs further enhancement to support model-output results (related to new measurement reports) can be discussed.
Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
In Case 2b, LMF-side model takes UE-side measurements as model input (channel observation e.g. CIR, PDP or CER of DL PRS, or RSRP and other existing measurements), then outputs the estimated UE location. For example, CIRs of DL PRS are collected by UE, then transmitted to the LMF-side model to output UE position. Another example could be, UE takes measurements and then generates intermediate results such as DL ToA, RSTD measurements for multiple paths and/or LoS/NLoS indications of the PRS signals from multiple NR TRPs, then reports them to LMF server in which the LMF-side model utilizes these reports along with other information to directly output an accurate UE position. 
In our understanding, for both examples above, model-output-related processing has no specification impact since the model is directly deployed at LMF and outputs UE position. Besides, existing procedures and measurement reports can be reused for the second example, hence no specification impact. However, the transmission of channel observation e.g. CIR information as model input via NR air interface needs further analysis regarding standard impact.
Assuming that most positioning tasks are time stringent and require fast position processing within a certain amount of time, existing measurement results signaling generally is designed and transferred with relatively small-size IE for overhead and performance consideration. However, when channel observation e.g. CIR needs to be transferred over air interface to LMF for positioning calculation, how to enhance the existing LPP to support this new measurement, as well as its efficient transmission, real-time performance may need further discussion and evaluation.
For Case 2b model inference, channel observation (e.g. CIR) needs to be transmitted over NR air interface, hence a new measurement type needs to be defined to enhance LPP to support AI/ML based UE positioning.
Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
In Case 3a, gNBs can collect SRS signal transmissions from UE. Using the channel observation of UL SRS e.g. CIR, CER, PDP as model input, and the gNB-side model output could be hard or soft LoS classification, ToA estimate which are aligned with existing NR position measurements. This generation procedure of intermediate measurement results is similar to Case 2a. After that, intermediate measurement results from one of multiple TRPs are forwarded to LMF server to calculate the UE location by further processing. 
In our understanding, the model-input-related processing within the gNB is up to implementation, hence no specification impact is observed. Furthermore, the intermediate measurements results as model output can be transferred using existing NRPPa without further enhancement.
For Case 3a model inference, existing NRPPa can support the transmission of intermediate measurement results as gNB-side model output, and no specification impact is observed.
Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
Case 3b is similar to Case 2b except that it’s the gNBs collect and transfer data to LMF server, then LMF performs model inference and derives UE position. The UE position output procedure of the LMF-side model is up to AI/ML implementation, thus no specification impact is observed. Based on the types of model input, the following two situations are considered:
When model input is channel-observation-based e.g. CIR, the efficient transmission of gNB-side channel observation to LMF requires NRPPa to further define new measurement information.
When model input involves intermediate measurement results collected by gNBs, whether to enhance the existing NRPPa protocol depends on whether the intermediate measurement results can be mapped to existing NRPPa measurement information.
For Case 3b model inference, enhance NRPPa to support channel observation measurements e.g. CIR as model input. For other intermediate measurement results that cannot be mapped to existing measurement information at gNB side, NRPPa may need to support that as well.


Appendix 2: Assistance information to reduce incorrect model input data transfer over wireless/wired link
Assistance information can help correct the training data. When data are collected by NG-RAN node or regular UE for AI/ML positioning, the collection of reliable/accurate data or measurements such as RSTD, ToA, LoS/NLoS indication, distribution of TDOA for training may be challenging, examples could be when extra paths are added due to environment changing, network synchronization error or time misalignment. However, NG-RAN node/UE may not have sufficient information to fix or remove incorrect data. Therefore, using assistance information from NW to improve the accuracy of data obtained at data collection entity may be one of the possible solutions. For instance, in Case 3a (NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning), a central node may transmit assistance information to NG-RAN node which enable it to further correct the collected training data since the higher level network elements/functions usually have more information of the network configurations. Assistance information can be NW side configurations e.g. location information of other NG-RAN nodes, performance metrics of NW e.g synchronization error etc. This data correction/cleaning at NG-RAN node may accelerate the training procedure considering it can be trained in a distributed pattern and may potentially improve online/offline training performance. 


[bookmark: _GoBack]Figure 1 Date correction procedure
In the following section, we firstly elaborate the process of collecting training data on a case by case basis, then study the benefits of using assistance information to reduce incorrect model input data transfer over wireless/wired link, and achieve computation offloading from the network training entity.
Case 1
In Case 1, UE-based positioning method is used. At UE side, PRS signals are detected and pre-processed, then fed into the AI/ML model to directly derive the UE position, or indirectly after further calculation by other computation resources within the UE. Therefore, in our understanding, this aforementioned procedure containing model inferencing, as well as the related model training procedure can be proprietary and up to implementation. In this sense, the specification impact for Case 1 only exists when UE allows network-side entities (e.g. LMF) to collect these data for training.
Case 2a and 2b (training process at NW side is assumed)
For Case 2a and Case 2b where downlink PRS is configured for positioning, PRUs or UEs with specific positioning function can be used for collecting training data. Channel observation (e.g. CIR) based on PRS at UE side can be collected as data for model input. As for label collection, if training process at NW is preferred, which needs all training data from different UEs collected at NW (e.g. LMF), further analysis is made as follows:
· In Case 2a, the derivation of ground truth label may need the assistance information of the network-side entity (e.g. LMF). For example, LMF can calculate ToA or TDoA values as ground truth labels based on gNB and UE locations. UE position can be obtained using PRU or other options previously agreed on, while gNB location can be provided by LMF.  
· In Case 2b, as the model is deployed at network side, in addition to LMF with known PRU locations as previously agreed is identified to provide labels, PRUs can send their locations as ground truth labels with the corresponding channel observation to the network side if the network-side entity is chosen for model training. 
Case 3a and 3b (training process at NW is assumed)
For Case 3a and Case 3b where uplink SRS is configured for positioning, gNBs are used for training data collection. Channel observation based on SRS at gNB side can be collected as data for model input. If the training process happens at NW side (e.g. LMF), channel observations and the associated ground truth labels are to be collected at NW side. For label collection, analysis is presented as follows:
· In Case 3a, the labels such as ToA can be derived using UE and gNB location information. UE location can be obtained via PRU or UE with specific positioning function, while network entity e.g. LMF can provide gNB location.
· In Case 3b when the model is deployed at network side (e.g. LMF) and the label is UE position as direct AI/ML positioning is used, the label can be provided by LMF or other previously agreed options.

Via the above analysis, it can be seen that if the training process happens at NW side, model input data (e.g. CIR) which usually has a large data size should be collected by UE or gNB and sent to NW. Subsequently, NW side entity use its knowledge (e.g. ground true labels and assistance information) to conduct data binding and validation which further filters the data. Therefore, if the large-size model input data is incorrect due to reasons such as synchronization error, or mismatching with the label, it would be a waste of bandwidth over the wireless/wired link.
Assume the training process happens in a centralized fashion (e.g. at NW side), model input data (e.g. CIR) which usually has a large data size should be collected by UE or gNB and sent to NW. Then if the model input data is incorrect due to reasons such as synchronization error, or mismatching with the label, it would be a waste of bandwidth over the wireless/wired link.
To reduce the incorrect/mismatched data transfer between UE/gNB and the NW, assistance information from NW side can be used. With the aid of assistance information, part of the computation tasks (e.g. data validation) before the training starts can also be offloaded from the network training entity to UE or gNB. The assistance information and related procedure could bring several benefits: 
(1) Reduce the pre-processing workload of network side entity before model training, e.g. data validation/filtering, and data binding.
(2) Improve the transmission effectiveness over the link. By utilizing the assistance information, training data such as model input e.g. CIR can be firstly validated or filtered at UE side before being transferred to network over the link, instead of a procedure of the data transmitting and data validating/filtering at network side. In such a way, the detected large-size, incorrect training data can be removed from the transmission. 
(3) Suitable for scenarios when multiple PRUs or UEs collecting data in parallel, even for large-scale commercial deployment in the future.
UE/gNB can make use of assistance information to enable data processing such as data binding, data validation/filtering, which has several benefits:
· Reduce the pre-processing workload of the network entity before model training.
· Improve the transmission effectiveness over the link. 
· Suitable for scenarios when multiple PRUs or UEs are deployed collecting data in parallel, even for large-scale commercial deployment in the future.
Therefore, assistance information can be used to support data binding, data validation/filtering at UE/gNB side, to reduce incorrect model input data (e.g. CIR) transfer over wireless/wired link and achieve high transmission effectiveness as well as computation offloading from the network training entity. Assistance information may include: Geographical coordinates information of UE/gNB (with preserved UE privacy), environment information from sensors or other entities.
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