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Introduction
In this paper, we present initial views on the study of AI/ML applications to physical layer for beam management based on the objectives in the Rel-18 NR study item on AI/ML [1]:
	 Use cases to focus on: 
· Initial set of use cases includes: 
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1]
· Finalize representative sub use cases for each use case for characterization and baseline performance evaluations by RAN#98
· The AI/ML approaches for the selected sub use cases need to be diverse enough to support various requirements on the gNB-UE collaboration levels



The different sub-use-cases that can be considered for AI/ML aided beam management framework are discussed along with initial assessment of possible specification impact to enable these sub-use-cases. 
[bookmark: _Hlk47732020]AI/ML for Beam Management - Use Cases
The beam management use case for AI/ML study can be broadly divided into two sub-cases i.e., spatial domain beam management and temporal domain beam management. Regardless for the specific use case, a common AI/ML model training and deployment framework can be considered. 


[bookmark: _Ref101998927]Figure 1: AI/ML Model Training and Deployment
An example is shown in Figure 1, where a supervised machine learning model with offline training/validation is considered. The model is offline in the sense that dataset for training and testing are pre-generated, and the model is pre-trained in a non-real time manner. Once the model is trained, it can be deployed in a real-time environment to aid in specific beam management tasks based on the following sub-use cases:
1. Spatial Domain Beam Management (BM-Case1): Predict the optimal beam at UE or BS without exhaustive search with an aim to reduce measurement and reporting latency
a. Beam Prediction at the UE: For this use-case, consider a 2D planar array at UE with multiple analog Rx beams and fixed Tx beam at the gNB. The ML model is provided with channel or RSRP values for a subset of the beams and the best beam index or top K beam indices can be predicted from a subset of measurements thereby reducing the latency of beam acquisition or tracking
b. Beam prediction at the gNB: Similar to the previous use case but for Tx/Rx beam selection at the gNB for a fixed directional or omni beam at the UE. Only a subset of gNB are measured and the ML model predicts the beam index or top K beam indices from these subset of measurement leading to latency reduction for optimal beam selection
c. Joint UE-gNB beam pair link prediction: This use case would be similar to a joint P2+P3 procedure where the best beam at the gNB and the best beam at the UE are simultaneously identified by the ML model from a subset of measurements made on select beam pairs. 
2. Temporal Domain Beam Management (BM-Case2): This use case predicts the best beam at gNB or UE for the next time instant given beams from a window of preceding time instants. Time series data can be collected from UEs moving across an environment and LSTM based models can be used to predict the best beam. 

In the following sections, we address some open issues from previous meetings.
Beam Pair Prediction
	Agreement 
For the sub use case BM-Case1 and BM-Case2, further study the following alternatives for the predicted beams:
· Alt.1: DL Tx beam prediction
· Alt.2: DL Rx beam prediction
· Alt.3: Beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam)
Note1: DL Rx beam prediction may or may not have spec impact


For cases when UE and BS have a large number of beams, performing P2 and P3 procedures sequentially results in large latency. Implementing a joint P2/P3 procedure has been discussed in RAN1 before and can be shown to greatly reduce latency. In our understanding a joint P2/P3 based training methodology can be studied under Alt-3 of the above agreement based on L1 measurement and reporting framework. If ML based solutions are considered, then it may be possible to further reduce the latency by measuring only on certain combination of UE and gNB beams to predict the best beam pair link. This can potentially save measurement overhead as well provide large latency gains. Performance results in our paper [2] show that fraction of measurements still provides good prediction accuracy for this joint P2/P3 approach. 
Proposal 1: Beam Pair prediction (Alt-3) should be supported, at least for BM-Case 1 since it can provide large latency and measurement gains for joint P2/P3 procedure
 
In previous RAN1 meetings there has been additional discussion on feasibility of beam pair prediction especially for the case when the AI/ML model is at the network side. Since beam pair prediction does require some information exchange between network and UE in addition to measurements RAN1 needs to further discuss the kind of information exchange that may aid the use case since the gains achievable may outweigh the additional specification impact. For network side AI/ML model, RAN1 has no consensus to support any beam shape information and similarly for UE side AI/ML model, RAN1 has no consensus to support UE Rx beam shape information. While the reluctance to share implementation specific information at both network and UE side are understandable, it may be beneficial to discuss abstract information exchange which can aid the use-case without divulging proprietary information. We provide some high-level examples in the following:
We first consider the case for beam pair prediction with AI/ML model at the UE side using DL measurement-based prediction, the assumed methodology for which is elaborated further in Section 3. In this case, the gNB can configure a set of indexes to the UE which correspond to specific beams in order of angular coverage. If the gNB has  beams, it can order the beams  in order of angular coverage. The configuration of set B in this case can include the index of the gNB beam which is used to transmit SSB or CSI-RS. The UE can use this information to construct the gNB part of set B and in addition to the indexes of its own Rx beams which it may use to measure specific gNB Tx RSs. Here the gNB simply orders beams in order of angular coverage and does not need to divulge any information which may be proprietary. 
Observation 1: For beam pair prediction at UE side using DL measurements, if gNB provides indexes ordered in terms of angular coverage of beams, there may be no need to divulge proprietary information and UE can use the beam indexes to construct set B for input to ML model.


[bookmark: _Ref131691865]Figure 2: UE Beams in indexed bins for angular coverage
Considering the case of beam pair prediction with the model on the network side, a lot of discussion has focused on the fact that various UE orientations and UE beam implementation may make it difficult for such model training and prediction. While this is partly true, an abstraction can be considered wherein the angular/spherical coverage range of the UE beams/panels is divided into bins where the total number of bins and the width of each bin can be configured to or implicitly inferred by the UE based on configuration of a fixed number of measurement RS resources to the UE. The spherical coverage can be with respect to the UE’s local coordinates and orientation relative to the gNB. The UE can then provide measurements on “best” UE beams corresponding to the bins (corresponding to configured RS resources) where, the only assumption may be that the resources are sequentially numbered in terms of increasing angular/spherical coverage without divulging any proprietary information to the gNB. It may be the case that the UE has multiple beams in each bin or conversely one UE beam covers multiple bins. It may be up to UE implementation to choose the beams which best correspond to the bins. This example can be a method to align measurement reports from multiple UEs with potentially different numbers of beams and orientations. 
Observation 2: For beam pair prediction at network side using DL measurements, to align reports from multiple UEs, the network may configure an abstract framework related to spherical coverage through explicit or implicit indication and the UEs can measure DL signals on beams corresponding to configured indexes and report the measurements to gNB which can then construct set B. 
The only caveat for these methods is that data collection for training may need to be aligned with the reporting mechanisms which may need to be specified. RAN1 can further study different methodologies for information exchange outside of the provided examples to enable the beam pair prediction use case.  
Data Collection 
	Agreement
For the data collection for AI/ML model training (if supported), study the following aspects as a starting point for potential necessary specification impact:
· Signaling/configuration/measurement/report for data collection, e.g., signaling aspects related to assistance information (if supported), Reference signals
· Content/type of the collected data
· Other aspect(s) is not precluded

Agreement 
In order to facilitate the AI/ML model inference, study the following aspects as a starting point:
· Enhanced or new configurations/UE reporting/UE measurement, e.g., Enhanced or new beam measurement and/or beam reporting
· Enhanced or new signaling for measurement configuration/triggering
· Signaling of assistance information (if applicable)
· Other aspect(s) is not precluded




For the agreements above, an important factor is where the model resides and how training and inference are linked i.e., if the model inference is performed where the model is trained. If the training and inference has access to the same type of data, then the measurement/reporting and collection of the data can be standardized. It also needs to be clarified where the model is expected to be trained using data from the 3GPP air interface design. If yes, then it would be possible to further design signalling, configuration, and measurement mechanisms to aid in training and model inferencing. 
Furthermore, even for models that may not directly impact specification e.g., model at the UE for UE Rx beam prediction, there may need to be some measurement triggering enhancements wherein a UE can request L1-RSRP report from the gNB in order to refine or update its model. The format of such reporting and the frequency may depend as well on how the model was trained. Therefore, it is important to first clarify if companies expect training data to be collected using 3GPP air interface which would then dictate the format of reporting as well as some basic methodology for how the dataset for model training is constructed. While models themselves may be non-standardized, the dataset being constructed based on standardized measurement and reporting schemes may have some advantages to harmonize AI/ML integration into the 3GPP air interface. 
Observation 3: Training dataset construction using 3GPP specified measurement and reporting framework may be advantageous for harmonizing deployment of proprietary AI/ML models.

For data collection for UE-side model the following was agreed in the last meeting.
	Agreement
Regarding the data collection at UE side for UE-side AI/ML model, study the potential specification impact (if any) to initiate/trigger data collection from RAN1 point of view by considering the following options as a starting point 
· Option 1: data collection initiated/triggered by configuration from NW 
· Option 2: request from UE for data collection 
· FFS: details



The methodology of data collection at the UE side is very important for effective model management and in our view UE triggered data collection should be supported in specification. We have provided some discussion on this aspect in Section 3.2 for the case of temporal domain beam prediction, where this mechanism can aid the UE in effectively fine tuning and monitoring model performance. If there is no mechanism for the UE to trigger data collection, it would have to report model performance metrics to the network which has to then decide if the UE needs more data. While this may be one way of performing data collection, it may also lead to unnecessary overhead for additional reporting from the UE side. Additionally, the UE may not want to report details on proprietary information pertaining to model performance monitoring or re-training. Therefore, it is natural the UE should be able to trigger RS transmission from the gNB for additional data collection. It could be enabled by UE making a request to the gNB to transmit RS with beams corresponding to Tx beams in set B. The request could be in form of a PUCCH transmission to trigger pre-configured RS transmission or could be in form of a MAC-CE to inform gNB of specific subset of RS resources that the UE needs for data collection. 
Proposal 2: For UE side AI/ML model, support UE triggered data collection where the triggering can be with respect to pre-configured set of TCI states and reference signal transmissions. 

For data collection for NW-side model, the following agreement was made in the last meeting:
	Agreement
Regarding data collection for NW-side AI/ML model, study the following options (including the combination of options) for the contents of collected data, 
· Opt.1: M1 L1-RSRPs (corresponding to M1 beams) with the indication of beams (beam pairs) based on the measurement corresponding to a beam set, where M1 can be larger than 4, if applicable
· FFS: the range of M1
· Opt.2: M2 L1-RSRPs (corresponding to M2 beams) based on the measurement corresponding to a beam set, where M2 can be larger than 4, if applicable
· FFS: the range of M2
· Opt.3: M3 beam (beam pair) indices based on the measurement corresponding to a beam set, where M3 can be larger than 4, if applicable
· FFS: the range of M3
· FFS: How to select the M1/M2/M3 beam(s) or beam pair(s)
· Note: Overhead, UE complexity and power consumption should be considered for the above options


For this case, Option 1 and Option 2 should be supported since they are enhancements to current L1-RSRP reporting with potentially larger number of beams. Depending on whether the UE measures on a pre-configured set of beams or whether the gNB expects the UE to report a sub-set of measurements, either option 1 or 2 can be chosen. For Option 3, only beam indexes i.e., TCI state IDs are reported and the usefulness of only this report is not very clear. This information can be implicitly obtained from Option 1 and 2. 
Proposal 3: For data collection for NW-side AI/ML model, support only L1-RSRP reporting. Reporting of only beam indices does not need to be supported.
Model Monitoring
For model monitoring for a network side model, the following agreements were made in previous meetings:
	Agreement
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the potential specification impacts from the following aspects
· Beam measurement and report for model monitoring
· Note: This may or may not have specification impact.

Agreement
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the necessity and the potential specification impacts from the following aspects:
· UE reporting of beam measurement(s) based on a set of beams indicated by gNB.
· Signaling, e.g., RRC-based, L1-based.
· Note: Performance and UE complexity, power consumption should be considered.


With respect to model monitoring, our view is that the triggering mechanisms and L1-reporting defined for data collection can be reused in this case. We do not think any additional mechanisms are needed to enable model monitoring. The network will not report model outputs or related KPIs to the UE for a network side model and hence the specification impact for monitoring will be constrained to data collection to calculate KPIs at regular intervals. 
Proposal 4: For a network side AI/ML model monitoring, measurement and reporting defined for data collection can be reused. 

For UE-side model monitoring, the following agreement was made in previous meetings
	Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation



For model monitoring for UE side model, Alt-1 and Alt-3 are good starting points. Alt-1 may not have a lot of specification impact since it may totally up to UE on whether and how to update model related parameters. Furthermore, Hybrid monitoring may be useful for tight coupling of network and UE leading to improvement in overall performance. Both these scenarios also need to consider whether the UE side model is visible or invisible to network and if the model is trained and downloaded from the network to the UE. For UE side model monitoring letting the network have complete autonomy over model decisions may not be a good option since the UE may have report proprietary information. 
Proposal 5: For UE-side AI/ML model, support UE-side and Hybrid model monitoring. NW-side monitoring can be further studied and used in specific cases if the model is transferred from the NW to the UE. 

AI/ML Model Output
	Agreement
Regarding the sub use case BM-Case1 and BM-Case2, study the following alternatives for AI/ML output:
· Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.2: Tx and/or Rx Beam ID(s) of the N predicted DL Tx and/or Rx beams and  other information
· FFS: other information (e.g., probability for the beam to be the best beam, the associated confidence, beam application time/dwelling time, Predicted Beam failure) 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.3: Tx and/or Rx Beam angle(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams
· E.g., N predicted beams can be the top-N predicted beams
· FFS: details of Beam angle(s)
· FFS: how to select the N DL Tx and/or Rx beams (e.g., L1-RSRP higher than a threshold, a sum probability of being the best beams higher than a threshold, RSRP corresponding to the expected Tx and/or Rx beam direction(s))
· Note1: It is up to companies to provide other alternative(s) 
· Note2: Beam ID is only used for discussion purpose
· Note3: All the outputs are “nominal” and only for discussion purpose
· Note4: Values of N is up to each company. 
· Note5: All of the outputs in the above alternatives may vary based on whether the AI/ML model inference is at UE side or gNB side.
· Note 6: The Top-N beam IDs might have been derived via post-processing of the ML-model output



In RAN1#110, a major point of contention in the above agreement was based on how input to the AI/ML model is defined. In our view, the AI/ML model input should be considered prior to the pre-processing of data especially if 3GPP air interface is used for such data collection. Companies should disclose their pre-processing and post-processing methods in conjunction with details on how the data is collected for pre-processing and how it is used after post-processing. Additionally, as part of specification impact of AI/ML, it may be possible to standardize how beam IDs are mapped in the spatial domain. Since neither “beams” nor “beam angles” are defined in specification, it is difficult to understand how Alt-3 may work unless additional pre-processing is used. Therefore, Alt-1 should be considered as the baseline use-case with Alt-2 providing additional side information if necessary.
Proposal 6: For BM-Case1 and 2, Alt-1 (Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams) should be considered as the baseline use case, with potential specification impact on how beam IDs are mapped in the spatial domain. 
AI/ML Model Training
	Agreement
For BM-Case1 with a UE-side AI/ML model, study the potential specification impact of L1 signaling to report the following information of AI/ML model inference to NW 
· The beam(s) that is based on the output of AI/ML model inference
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· FFS: other information

Agreement
For BM-Case2 with a UE-side AI/ML model, study the potential specification impact   of L1 signaling to report the following information of AI/ML model inference to NW
· The beam(s) of N future time instance(s) that is based on the output of AI/ML model inference
· FFS: value of N
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· Information about the timestamp corresponding the reported beam(s)
· FFS: explicit or implicit
· FFS: other information
Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the necessity, feasibility and the potential specification impact (if needed) of the following information reported from UE to network: 
· Predicted L1-RSRP(s) corresponding to the DL Tx beam(s) or beam pair(s)
· Whether/how to differentiate predicted L1-RSRP and measured L1-RSRP
· Confidence/probability information related to the output of AI/ML model inference (e.g., predicted beams)
· FFS: Definition/content of confidence/probability information
· Note: At least the performance and spec impact should be considered




For BM-Case-1 and BM-Case-2, the predicted RSRP from the AI/ML model may be a normalized version or a linear or non-linear function of the RSRP and may not correspond directly to the RSRP value. It is also dependent on input normalization and corresponding model output and architecture. Therefore, mandating reporting of such values should be avoided. Depending on the model training, it may also be difficult for the gNB to calibrate the predicted RSRP with actual measured RSRP, especially in cases where the UE side model may be transparent to the network. 
Additionally, the definition of predicted RSRP should be clarified. If the predicted RSRP is the actual measured RSRP on predicted beam, then it may be ok to report it back to the network. However, at the very least there should be a flag associated with such report to indicate to the gNB that the reported quantity is the predicted RSRP and not measured
Proposal 7: If the predicted RSRP is directly obtained from the output of the AI/ML model, such metrics should not be reported back to the network or should be reported with an indication that the report is a prediction from UE side model and not an actual measurement. 

Proposal 8: If the predicted RSRP is defined as the actual measured RSRP on the best beam predicted by the model, such metric can be reported back to the network assuming that the overhead due to the additional measurement, if needed, is accounted for in the KPI calculation.
	
AI/ML Model Inference
For model inference with NW-side model, the following proposal was discussed in the last meeting
	Proposal 3.2.2: For BM-Case1 and BM-Case2 with a network-side AI/ML model, study feasibility, necessity, benefit(s) and potential specification impact from the following additional aspects for AI model inference:
· Beam indication of multiple future time instances [in one indication] for BM-Case2
· FFS: applicable for Top-1 and/or Top-K predicted beams
· Measurement reporting of multiple past time instances in one reporting instance for BM-Case2 
· Overhead reduction for the reporting of L1-RSRP measurement results 
· FFS: e.g. reporting a partial Set B, L1-RSRP quantization, compressed temporal information for BM-Case2, statistics of past measurements for BM-Case2, etc.
· Beam indication of based on unmeasured/outdated source RS Tx beam(s) for BM-Case1 and BM-Case2
· Note: The potential performance gains of measurement reporting should be justified by considering UCI payload overhead


For the first FFS under beam indication, it is not clear what top-K predicted beams have to do with beam indication. From a NW perspective, only the best or most appropriate beam will be indicated for use. Therefore, this FFS is not needed. Additionally, given that T1 and T2 may be configured, and UE may need to report multiple instances of set B measurements, it may be good to also support beam reporting over MAC-CE. While L1 reporting is faster, MAC-CE based reporting may be more efficient for larger reports. 
Proposal 9: For NW-side AI/ML model, support beam/L1-RSRP reporting over MAC-CE for reports spanning multiple time instances. 

Discussion on Beam Management Procedures for AI/ML-aided Beam Prediction
AI/ML model implementation in most cases may be dependent on implementation and specific models will be difficult to specify. However, from a standards perspective, the functionalities required to enable AI/ML models, irrespective of implementation details to be integrated into 5G-NR networks should be studied. Current networks offer a myriad of beam measurement and reporting functionalities which may be further augmented to enable AI/ML use cases. Some examples for AI/ML model integration into current 5G networks are provided below
Spatial Domain Beam Prediction
Spatial domain beam prediction can be applied towards initial beam acquisition using SSB beams or beam tracking using narrower CSI-RS beams in conjunction with current beam reporting framework for faster and more accurate beam selection. The ML model may reside either at UE or gNB and the major specification impact will be based on triggering of beam measurement reports and reference signal transmissions. 
Spatial Domain Beam Prediction with UE-side Model

[image: ]
Figure 3: ML Aided Beam Prediction with Model residing at the UE

For this case, the ML model may reside at the UE to enable ML Aided UE Rx beam tracking. It can work as follows:
· UE measures Rx beam quality for fixed gNB beam
· If Rx beam drops below threshold, UE triggers CSI-RS with repetition from gNB
· gNB transmits CSI-RS with repetition (BM)
· UE can measure subset of Rx beams to find the best Rx beam
The specification impact may be from UE triggered CSI-RS transmissions for beam measurements. Initial performance evaluation of such models has been provided in [2]. 
Spatial Domain Beam Prediction with gNB side model
[image: ]
Figure 4: ML Aided Beam Prediction at gNB with Model residing at the gNB
For this use-case, the ML model may reside at the network to enable UE and ML-aided gNB beam tracking using DL measurements. The process can function as follows: 
· gNB triggers CSI-RS for CSI based on periodic/aperiodic beam report from UE if Tx beam drops below threshold
· gNB transmits M CSI-RS where M<< total number of CSI-RS beams
· UE measures L1-RSRP and reports to gNB
· gNB can use M measurement to predict best Tx (Rx) beam
In this case, the UE does not need to know which CSI-RS beams are transmitted i.e., gNB can sample spatial domain based on its own implementation. The scheme relies on the L1 beam report from the UE for best beam prediction at the gNB. Potential gain is from reduced CSI-RS transmissions for measurement. 
Joint Beam Pair Link Prediction
[image: ]
Figure 5: Measurements for ML Aided Joint Beam-Pair Link Prediction
This use case is similar to joint P2+P3 procedure and can work with either DL or UL measurements as shown in the figure. The following setups can be considered:
· Trained AI/ML Model at Network side

· Setup 1 – DL measurement and reporting
· CSI-RS transmission from gNB on subset of beams
· UE measures on sub-set of Rx beams and reports back to gNB
· gNB predicts best beam pair link using AI/ML model

· Setup 2 – UL Measurement
· SRS transmission using a subset of UE beams
· gNB measures using a sub-set of Rx beams and predicts the best beam pair link

· Trained AI/ML Model at UE side

· Setup 1 – DL measurement and reporting
· CSI-RS or SSB transmission from gNB on subset of beams (Set B)
· UE measures on sub-set of Rx beams (Set B)
· UE predicts best beam pair link using AI/ML model and reports the best Tx beam index back to the gNB

· Setup 2 – UL Measurement
· SRS transmission using a subset of UE beams (Set B)
· gNB measures using a sub-set of Rx beams (Set B) and reports the measurement back to the UE 
· UE predicts the best beam pair link


As discussed in Section 2.1, to enable this use case, new L1 reporting formats may need to be specified. For example, under setup 1 for Network side model, there may be a need for the gNB to signal to the UE that it should measure each Tx beam from gNB on a specific Rx beam and then the UE should be able to report the measurement corresponding to each of these beam pair links to the gNB using a new L1 reporting format. The major gains in this use case are envisioned to be from the latency gains due to reduction in the total number of measurements needed.

Temporal Domain Beam Prediction
A temporal domain beam prediction method is used to predict the base station (BS) and/or user equipment (UE) beams used for future transmission and reception. In general, the beam prediction process includes two phases, the observation phase and the prediction phase, as shown in Figure 6. The beam prediction can be implemented at the BS side, or the UE side, or both sides. In observation phase, measurements are made, e.g., L1-RSRP is collected. In prediction phase, the measurements are fed into the beam prediction model that generates the predicted beams, and the BS and/or UE uses the predicted beams to transmit and receive data in the prediction phase. 
[image: ]
[bookmark: _Ref127390062]Figure 6. Temporal Domain Beam Prediction with L1-RSRP
An AI/ML based implementation of the temporal domain beam prediction function would allow for measurements over the observation window to be fed into a model which will then predict the measurements for the prediction window and these predictions can be used infer the best beam or set of beams to be used as shown in the figure below.
[image: ]
[bookmark: _Ref127391568]Figure 7. AIML-based Temporal Domain Beam Prediction 
For the temporal domain beam prediction problem, in addition to the L1 measurement and reporting updates discussed in the previous section, another major area of specification impact would be to enable configuration of the observation window size where and the prediction window size. Depending on where the model resides, one or both may need to be configured to the UE. Furthermore, depending on model implementation and if the model is transferred one node to another, it may also be required to configure model selection at the inference node based on different prediction and/or observation window lengths. Finally, as mentioned in Section 2.2, if the model resides at the UE side, in order to perform measurements during the observation phase, the UE may need to trigger aperiodic reference signal transmissions from the gNB.  
Conclusion
In this paper, beam management use cases and related specification impact has been discussed. The main proposals from this paper are outlined here:
Proposal 1: Beam Pair prediction (Alt-3) should be supported, at least for BM-Case 1 since it can provide large latency and measurement gains for joint P2/P3 procedure

Observation 1: For beam pair prediction at UE side using DL measurements, if gNB provides indexes ordered in terms of angular coverage of beams, there may be no need to divulge proprietary information and UE can use the beam indexes to construct set B for input to ML model.

Observation 2: For beam pair prediction at network side using DL measurements, to align reports from multiple UEs, the network may configure an abstract framework related to spherical coverage through explicit or implicit indication and the UEs can measure DL signals on beams corresponding to configured indexes and report the measurements to gNB which can then construct set B.  

Observation 3: Training dataset construction using 3GPP specified measurement and reporting framework may be advantageous for harmonizing deployment of proprietary AI/ML models.
Proposal 2: For UE side AI/ML model, support UE triggered data collection where the triggering can be with respect to pre-configured set of TCI states and reference signal transmissions. 
Proposal 3: For data collection for NW-side AI/ML model, support only L1-RSRP reporting. Reporting of only beam indices does not need to be supported
Proposal 4: For a network side AI/ML model monitoring, measurement and reporting defined for data collection can be reused. 

Proposal 5: For UE-side AI/ML model, support UE-side and Hybrid model monitoring. NW-side monitoring can be further studied and used in specific cases if the model is transferred from the NW to the UE.
Proposal 6: For BM-Case1 and 2, Alt-1 (Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams) should be considered as the baseline use case, with potential specification impact on how beam IDs are mapped in the spatial domain. 
Proposal 7: If the predicted RSRP is directly obtained from the output of the AI/ML model, such metrics should not be reported back to the network or should be reported with an indication that the report is a prediction from UE side model and not an actual measurement. 

Proposal 8: If the predicted RSRP is defined as the actual measured RSRP on the best beam predicted by the model, such metric can be reported back to the network assuming that the overhead due to the additional measurement, if needed, is accounted for in the KPI calculation
Proposal 9: For NW-side AI/ML model, support beam/L1-RSRP reporting over MAC-CE for reports spanning multiple time instances
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