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[bookmark: _Ref521334010]Introduction
In RAN #94-e meeting, AI/ML for NR air-interface was agreed and the several objectives were approved in the SID [1]. In previous RAN1 meetings, sub use cases and the specification impacts of sub use cases for AI/ML based CSI feedback enhancement were discussed, and the achieved agreements and conclusions were provided in[2]- [7]. Specifically, the following agreement and conclusion were reached in RAN1#112bis-e meeting.
	Agreement
The study of AI/ML based CSI compression should be based on the legacy CSI feedback signaling framework. Further study potential specification enhancement on 
· CSI-RS configurations (No discussion on CSI-RS pattern design enhancements)
· CSI reporting configurations 
· CSI report UCI mapping/priority/omission
· CSI processing procedures.   
· Other aspects are not precluded. 
Agreement
In CSI compression using two-sided model use case, for UE-side monitoring, further study potential specification impact on triggering and means for reporting the monitoring metrics, including periodic/semi-persistent and aperiodic reporting, and other reporting initiated from UE.
Agreement
In CSI prediction using UE-side model use case, whether to address the potential spec impact of CSI prediction depends on RAN#100 final conclusion, focusing on the following
· data collection procedure, mainly including RS configuration, measurement and report configuration, resusing as much as possible what is defined for UE side use cases
· monitoring procedure and metric for AI-based CSI prediction.
· Model/functionality selection/switching and finetuning procedure.
· Note: Discussion on potential specification impact is limited to aspects which would NOT duplicate the work in Rel-18 MIMO WI.
· Note: Minimize LCM related potential specification impact discussion that follow the high-level principle of other one-sided model sub-cases.  
Agreement
In CSI compression using two-sided model use case, for NW-side monitoring, further study the necessity, feasibility and potential specification impact to enable performance monitoring using an existing CSI feedback scheme as the reference.
· The association between AI/ML scheme and existing CSI feedback scheme for monitoring
· Note: The metric for monitoring and comparison includes intermediate KPI and eventual KPI.
· Other aspects are not precluded.
Conclusion
In CSI compression using two-sided model use case, gradient-exchange based sequential training over the air interface is deprioritized in R18 SI.   
Agreement
In CSI compression using two-sided model use case, further study the necessity and potential specification impact of the following aspects related to the ground truth CSI format for NW side data collection for model training:   
· Scalar quantization for ground-truth CSI
· FFS: any processing applied to the ground-truth CSI before scalar quantization, based on evaluation results in 9.2.2.1
· Codebook-based quantization for ground-truth CSI
· FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
· Number of layers for which the ground truth data is collected. And whether UE or NW determine the number of layers for ground-truth CSI data collection.
Agreement
In CSI compression using two-sided model use case, further study  the necessity and potential specification impact on quantization alignment, including at least: 
· For vector quantization scheme, 
· The format and size of the VQ codebook
· Size and segmentation method of the CSI generation model output 
· For scalar quantization scheme,
· Uniform and non-uniform quantization
· The format, e.g., quantization granularity, the distribution of bits assigned to each float.
· Quantization alignment using 3GPP aware mechanism.


In this contribution, our views on training collaboration types, data collection, model monitoring, and CSI reporting at inference phase for AI/ML based CSI feedback are provided.
Discussion
Training collaboration types
In RAN1 #112 meeting, it was concluded to further discuss the pros/cons of different offline training collaboration types. In previous meetings, the following three training collaboration types were agreed to be studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, respectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
For the training collaboration types, joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done at a single node or across multiple nodes (e.g., through gradient exchange between nodes).
Training collaboration Type 1
Training collaboration Type 1 is an attractive solution that can achieve optimal performance in theory. Besides performance, it has many other pros:
· For joint training at UE side,
· If both data collection and model training are deployed at UE side, dataset sharing between UE side and NW side is not needed.
· Maintaining/storing a single/unified model at UE side can be supported.
· For joint training at NW side,
· Cell/site/scenario specific model can be supported easily since the NW side can collect data from UEs per cell/site/scenario.
· Maintaining/storing a single/unified model at NW side can be supported. It is possible that UE does not need to maintain/store models for lots of gNBs. UE can just maintain/store models for the gNBs that the UE is connected to. 
There are also several challenges for training collaboration Type 1:
· For training collaboration Type 1, the model for the side not taking responsibility on model training has to obtain the model transferred from the other side. Such model transfer requires large specification efforts. 
· The model trained in one side may not well match the hardware platform of the other side. Since the model is not optimized for the hardware platform in the other side, when the model runs in the other side, low operating efficiency, high power consumption and large operating delay may occur.
· Model updating is lack of flexibility after deployment. Since only the side takes responsibility on model training can train the model, updating models by UE side and NW side separately is not allowed. Besides, model transfer is needed for each time of model updating.
· For joint training at UE side,
· It is difficult to support cell/site/scenario specific model since it increases UE’s complexity and requires storage for each model.
· A gNB has to maintain/store multiple models for multiple UEs, and be capable to apply different models for different UEs. It increases gNB’s complexity and requires lots of room for model storage at gNB since there can be lots of UEs to serve.
[bookmark: _Ref131625271]Observation 1: In CSI compression using two-sided model use case, for training collaboration Type 1, it has the following pros and cons:
· Pros: 
· Optimal performance can be achieved;
· For joint training at UE side,
· Dataset sharing might not be needed.
· Maintaining/storing a single/unified model at UE side can be supported.
· For joint training at NW side,
· Cell/site/scenario specific model can be supported easily.
· Maintaining/storing a singl	e/unified model at NW side can be supported. It is possible that UE does not need to maintaining/storing models for lots of gNBs.
· Cons:
· Model transfer is needed. 
· Model updating is lack of flexibility after deployment. 
· For joint training at UE side,
· It is challenging for a UE to support cell/site/scenario specific model.
· A gNB has to maintain/store multiple models for multiple UEs.
· gNB specific optimization is not supported.
· For joint training at NW side,
· UE specific optimization is not supported.
Training collaboration Type 2
Training collaboration Type 2 is a joint training scheme with training related information (e.g. forward propagation values, backward propagation values, etc.) exchange for each training loop. Compared to training collaboration Type 1 and Type 3, it has the following pros:
· The CSI generation part and reconstruction part are jointly trained at UE side and NW side respectively, and therefore gNB/device specific optimization is supported.
· For model training, only information such as forward propagation values and backward propagation values are exchanged by UE side and NW side. Therefore model transfer is not needed. Hence model proprietary can be kept, and specification effort on model transfer is not needed.
The challenges of training collaboration Type 2 are as follows:
· The latency on model training is large. Due to real-time interaction of FP/BP iterations between NW side and UE side, the latency on model training can be larger than other training collaboration types.
· There is heavy burden in air interface on real-time information exchange between NW side and UE side. For other training collaboration types, the training related information can be exchanged offline or be exchanged by packing data for a period. For training collaboration Type 2, lots of real-time exchange on training related information is needed.
· Model updating is lack of flexibility after deployment. Since each side takes responsibility on model training respectively, updating models by UE side and NW side separately is supported. However, Due to the real-time interaction of FP/BP iterations between NW side and UE side, NW side and UE side can’t accomplish model updating independently. Thus, model update will be not flexible after deployment since cooperation between UE side and NW side is needed. 
· Further study is needed on maintaining/storing a single/unified model at both sides of network and UE. The latency and overhead can be quite large if both sides of network and UE train a single/unified model. 
· It is not easy to support cell/site/scenario/configuration specific model. Developing cell/site/scenario/configuration specific models requires collecting data for various cells/sites/scenarios/configurations and maintained/stored multiple models for various cells/sites/scenarios/configurations. It requires large latency, overhead and storage room, which is quite challenge.
[bookmark: _Ref131625301]Observation 2: In CSI compression using two-sided model use case, for training collaboration Type 2, it has the following pros and cons:
· Pros: 
· gNB/device specific optimization is supported.
· Model transfer is not needed, which can keep model proprietary.
· Cons:
· The latency on model training is large. 
· There is heavy burden in air interface on real-time information exchange between NW side and UE side.
· Model updating is lack of flexibility after deployment. 
· Further study is needed on maintaining/storing a single/unified model at both sides of network and UE. 
· It is not easy to support cell/site/scenario/configuration specific model. 
Training collaboration Type 3
For Type 3 training, sequential training starting with UE side training and sequential training starting with NW side training were widely discussed. If data collection for training is collected by UE side, due to the limitation of trajectory and channel conditions for a given UE, it is hard for the UE to generate a dataset that that can be used to train a model with high robustness and good generalization. For real implementation, it is more likely sequential training starting with NW side is adopted.
Compared to other collaboration training types, training collaboration Type 3 with sequential training has the following advantages:
· Model transfer is not needed.
· gNB/device specific optimization is supported since the UE side model and NW side model are separately trained at UE side and NW side respectively.
· For sequential training starting with NW side,
· Good extendibility. When a new UE accesses the network, it only has to train its model based on the dataset sent by the NW side.
· Cell/site/scenario specific model can be supported by NW side easily.
· It is feasible to maintaining/storing a single/unified model at NW side.
· For sequential training starting with UE side,
· It is feasible to maintaining/storing a single/unified model at UE side.
The cons of training collaboration Type 3 are as follows:
· Compared to other training collaboration types, dataset transfer from the starting side to the other side requires extra data transfer overhead.
· For sequential training starting with NW side,
· Further study on the feasible of maintaining/storing a single/unified model at UE side to adapt to various NW sides is needed.
· For sequential training starting with UE side,
· Bad extendibility. When a new UE accesses the network, it has to collect data for training and train the UE side model. Then the UE transmits the dataset for NW side model training to the NW side. Only after the NW side finishing model training for the NW side model, the AI/ML model can be used. 
· It is challenging to support cell/site/scenario specific model since it is hard for UE to collect enough data for training cell/site/scenario specific model.
· Further study on the feasible of maintaining/storing a single/unified model at NW side to adapt to various UEs is needed.
[bookmark: _Ref131625317]Observation 3: In CSI compression using two-sided model use case, for training collaboration Type 3, it has the following pros and cons:
· Pros: 
· Model transfer is not needed.
· gNB/device specific optimization is supported.
· For sequential training starting with NW side,
· Good extendibility. 
· Cell/site/scenario specific model can be supported by NW side easily.
· It is feasible to maintaining/storing a single/unified model at NW side.
· For sequential training starting with UE side,
· It is feasible to maintaining/storing a single/unified model at UE side.
· Model transfer is not needed, which can keep model proprietary.
· Cons:
· Dataset transfer from the starting with side to the other side requires extra data transfer overhead.
· For sequential training starting with NW side,
· Further study is needed on the feasible of maintaining/storing a single/unified model at UE side to adapt to various NW sides.
· For sequential training starting with UE side,
· Bad extendibility. 
· It is difficult to support cell/site/scenario specific model.
· Further study is needed on the feasible of maintaining/storing a single/unified model at NW side to adapt to various UEs.
In Table 1, a comparison of different training collaboration types are provided.
[bookmark: _Ref131456301]Table 1 Pros and cons of different training collaboration types
	Training collaboration types
	Pros
	Cons

	Type 1
	· Optimal performance can be achieved;
· For joint training at UE side,
· Dataset sharing might be not needed.
· Maintaining/storing a single/unified model at UE side can be supported.
· For joint training at NW side,
· Cell/site/scenario specific model can be supported easily.
· Maintaining/storing a single/unified model at NW side can be supported. It is possible that UE does not need to maintaining/storing models for lots of gNBs.
	· Model transfer is needed. 
· Model updating is lack of flexibility after deployment. 
· For joint training at UE side,
· It is challenging for a UE to support cell/site/scenario specific model.
· A gNB has to maintain/store multiple models for multiple UEs.
· gNB specific optimization is not supported.
· For joint training at NW side,
· UE specific optimization is not supported.


	Type 2
	· gNB/device specific optimization is supported.
· Model transfer is not needed, which can keep model proprietary.

	· The latency on model training is large. 
· There is heavy burden in air interface on real-time information exchange between NW side and UE side.
· Model updating is lack of flexibility after deployment. 
· Further study is needed on maintaining/storing a single/unified model at both sides of network and UE. 
· It is not easy to support cell/site/scenario/configuration specific model. 

	Type 3
	· Model transfer is not needed.
· gNB/device specific optimization is supported.
· For sequential training starting with NW side,
· Good extendibility. 
· Cell/site/scenario specific model can be supported by NW side easily.
· It is feasible to maintaining/storing a single/unified model at NW side.
· For sequential training starting with UE side,
· It is feasible to maintaining/storing a single/unified model at UE side.
	· 
· Dataset transfer from the starting with side to the other side requires extra data transfer overhead.
· For sequential training starting with NW side,
· Further study is needed on the feasible of maintaining/storing a single/unified model at UE side to adapt to various NW sides.
· For sequential training starting with UE side,
· Bad extendibility. 
· It is challenging to support cell/site/scenario specific model.
· Further study is needed on the feasible of maintaining/storing a single/unified model at NW side to adapt to various UEs.


Data collection
In CSI compression using two-sided model use case, for data collection, the following two schemes are considered:
· UE side data collection;
· NW side data collection.
For model training at UE side, if UE side data collection is adopted, the UE can collect data for model training based on CSI-RS resources allocated for the UE. Thus no dataset transfer for model training is needed. However, for a given UE, its trajectory and position can be relatively limited. It would lead to a constrained dataset. The AI/ML model trained based on the dataset would be lack of robustness and generalization. For NW side data collection, the NW side can collect data from multiple UEs, so a robust dataset that can be used to train a robust model with good generalization. Since the dataset is the foundation of model training, NW side data collection is more promising. Note that NW-side data collection is critical to develop site-specific AI/ML model in Type 1 joint training at NW side and also NW-first Type 3 separate training.
[bookmark: _Ref131624744]Proposal 1: In CSI compression using two-sided model use case, it is necessary to support NW side data collection.
In NR systems, when DL/UL channel reciprocity is good, CSI-RS based CSI feedback is not needed since SRS can be used for DL CSI acquisition. When the DL/UL channel reciprocity is not good enough, CSI feedback based on CSI-RS measurement is needed. Since the DL channel can be quite different to UL channel, the DL CSI cannot be acquired only by SRS. Similarly, for data collection for model training in Rel-18, CSI-RS measurement based data collection should be adopted. SRS measurement based data collection for model training can be deprioritized.
[bookmark: _Ref131624750]Proposal 2: In CSI compression using two-sided model use case, for NW side data collection for model training, focus on studying CSI-RS measurement based data collection.
In current NR systems, various patterns of CSI-RS are supported. It is expected that the current CSI-RS can fulfill the demand of data collection. Unless strong motivation/demand is justified, there is no need to enhance the design of CSI-RS for data collection. 
[bookmark: _Ref131625334]Observation 4: In CSI compression using two-sided model use case, for data collection for model training, enhancement on CSI-RS is not needed.
For NW side data collection, ground-truth CSI can be reported by physical layer signalling or in RRC signaling. If the ground-truth CSI is reported by physical layer signaling, legacy CSI feedback framework can be reused. If the ground-truth CSI is reported by RRC signaling, a batch of ground-truth CSI samples can be reported together. For the two schemes, design of signalling for triggering data collection can be different. For example, for ground-truth CSI reporting with legacy CSI feedback framework reused, the triggering signalling can be similar as that for CSI reporting triggering in legacy releases. For RRC based ground-truth CSI reporting, if supported, new triggering mechanism is needed.
[bookmark: _Ref131624761]Proposal 3: In CSI compression using two-sided model use case, on ground-truth CSI reporting for NW side data collection for model training, study potential specification impact on the following schemes:
· Option 1: Ground-truth CSI samples are reported by physical layer signaling, with legacy CSI feedback framework reused;
· Option 2: Ground-truth CSI samples are reported by RRC signaling, with a batch of ground-truth CSI samples reported together.
Regarding the data sample type for NW side data collection, collecting channel matrix can avoid specifying various types of input-CSI-NW since any sample type of CSI can be derived from channel matrix. However, for MIMO systems, the overhead for reporting channel matrix is much larger than that for reporting precoding matrix. Since the input-CSI and output-CSI format of dominant AI/ML models are of type of precoding matrix, at least precoding matrix should be supported for ground-truth data collection at NW-side.
[bookmark: _Ref131624765]Proposal 4: In CSI compression using two-sided model use case, for NW side data collection for model training, collecting ground-truth data in type of precoding matrix is supported.
The ground-truth data for model training can be reported as a scalar quantization value or a codebook-based quantization value. In RAN1#112bis-e meeting, the following agreement on ground-truth CSI for NW side data collection for model training was achieved:
	Agreement
In CSI compression using two-sided model use case, further study the necessity and potential specification impact of the following aspects related to the ground truth CSI format for NW side data collection for model training:   
· Scalar quantization for ground-truth CSI
· FFS: any processing applied to the ground-truth CSI before scalar quantization, based on evaluation results in 9.2.2.1
· Codebook-based quantization for ground-truth CSI
· FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
· Number of layers for which the ground truth data is collected. And whether UE or NW determine the number of layers for ground-truth CSI data collection.


For NW side data collection for model training, it is our view that NW determines the number of layers for ground-truth CSI data collection shall be supported. One reason is that it is necessary for NW to acquire ground-truth CSI with high ranks to train AI/ML model for high ranks. If UE determines the number of layers of the ground-truth CSI for data collection, it is possible that the data collection procedure would be quite long since the proportion of data for high ranks is uncontrollable and may be very small. It does not only consume more time, but also cause more resource consumption for ground-truth CSI reporting. In our companion contribution [8], the evaluation results of AI/ML models trained with ground-truth data collected by rank-4 are provided. It can be seen that compared to legacy codebook based CSI feedback, significant performance gain can be achieved by AI/ML based CSI feedback. It proves that NW determines the number of layers for ground-truth data collection is feasible.
[bookmark: _Ref135058562]Proposal 5: In CSI compression using two-sided model use case, for NW side data collection for model training, NW determines the number of layers for ground-truth CSI data collection.
[bookmark: _Ref115289217]Performance monitoring
The performance of AI/ML model is highly related to the similarity between the propagation condition of actual deployment and the propagation condition of training dataset. The propagation environment in the system may change due to varying factors, e.g. moving of UE and emerging of new obstacles. Due to change of propagation environment, if the distribution of the propagation condition of the actual deployment drifts a lot from that of the training data, the performance of AI/ML based CSI feedback may deteriorate dramatically. In order to avoid long time performance degradation, performance monitoring for AI/ML based CSI feedback is needed, and some actions (e.g. model deactivation, switching, fallback, update) should be taken when the AI/ML based CSI feedback becomes invalid. Besides model deactivation, switching, fallback, and update, AI/ML model monitoring is also needed for model activation and selection.
In RAN1 #110bis-e, the following agreements were achieved on performance monitoring for AI/ML based CSI feedback [4]:
	Agreement
In CSI compression using two-sided model use case, study potential specification impact for performance monitoring including: 
· NW-side performance monitoring:  NW monitors the performance and make decisions of model activation/ deactivation/updating/switching    
· UE-side performance monitoring: UE monitors the performance and reports to Network, NW makes decisions of model activation/ deactivation/updating/switching    
Agreement
In CSI compression using two-sided model use case, further study potential specification impact related to assistance signaling and procedure for model performance monitoring. 
Agreement
In CSI compression using two-sided model use case, further study at least the following options for performance monitoring metrics/methods:
· Intermediate KPIs as monitoring metrics (e.g., SGCS)
· Eventual KPIs (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK).
· Legacy CSI based monitoring: schemes using additional legacy CSI reporting
· Other monitoring solutions, at least including the following option:
· Input or Output data based monitoring: such as data drift between training dataset and observed dataset and out-of-distribution detection


In RAN1 #112 meeting, the following agreement was further achieved[6]:
	Agreement
In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact for intermediate KPIs based monitoring including at least:
· NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE or obtained from the UE-side. 
· UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW or obtained from the network side.
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· UE-side monitoring based on the output of the CSI reconstruction model at the UE-side
· Note: CSI reconstruction model at the UE-side can be the same or different comparing to the actual CSI reconstruction model used at the NW-side. 
· Network may configure a threshold criterion to facilitate UE to perform model monitoring. 
· FFS: Other solutions, e.g., UE-side uses a model that directly outputs intermediate KPI. Network-side monitoring based on target CSI measured via SRS from the UE.
Note: Monitoring approaches not based on intermediate KPI are not precluded
Note: the study of intermediate KPIs based monitoring should take into account the monitoring reliability (accuracy), overhead, complexity, and latency.


For NW side intermediate KPIs based monitoring, the target CSI with realistic channel estimation associated to the CSI report has to be reported by the UE. In order to calculate intermediate KPI, the NW side has to know which target CSI is associated with which CSI report. On reporting target CSI from UE to NW side, the following two options can be considered:
· Option 1: The target CSI is reported together with its associated CSI report;
· Option 2: The target CSI is reported separately.
For option 1, since the CSI pair of target CSI and reported CSI is always reported together, indication signaling on association between target CSI and CSI report is not needed. For option 2, the association between target CSI and CSI report can be indicated by signaling or be predefined by the specification. 
For the two options, signaling and procedures for triggering/reporting target CSI reporting need to be studied. For example, which type of 3GPP signaling takes responsibility on target CSI reporting should be considered. If target CSI is reported by physical layer signaling, it is likely that only one target CSI is reported at once. If target CSI is reported by RRC signaling, a batch of target CSIs can be reported together. Besides, similar as that for ground-truth CSI reporting for model training, for target CSI reporting, types of target CSI and formats of target CSI also shall be studied.
[bookmark: _Ref131624773]Proposal 6: In CSI compression using two-sided model use case, for NW side intermediate KPIs based monitoring, further study the signaling and procedures for reporting target CSI, with the following two options considered:
· Option 1: The target CSI is reported together with its associated CSI report;
· Option 2: The target CSI is reported separately from its associated CSI report.
[bookmark: _Ref131624781]Proposal 7: In CSI compression using two-sided model use case, for NW side intermediate KPIs based monitoring, potential specification impact includes the following:
· How to determine the association between target CSI and CSI report by the NW side;
· Signaling and procedures for triggering target CSI reporting;
· Types of 3GPP signaling takes responsibility on target CSI reporting, e.g., physical signaling, RRC signaling;
· Types of target CSI for model monitoring, e.g., precoding matrix, channel matrix etc.;
· Formats of target CSI for model monitoring: scaler quantization and/or codebook-based quantization (e.g., e-type II like).
For UE side intermediate KPIs based monitoring, if the model training is Type 1 training at UE side, UE has the CSI reconstruction model used at the NW side, so it is natural to obtain the output of the CSI reconstruction model (i.e., output-CSI-UE) based on the CSI reconstruction model at the UE. For other model training types, obtaining the output-CSI-UE from NW side by UE side is preferred. Then model transfer is not needed, and the model proprietary of the CSI reconstruction model at NW side can be kept. Otherwise, model transfer from NW to UE is required, or UE has to use a reference CSI reconstruction model instead with degraded monitoring accuracy. 
[bookmark: _Ref135058571]Proposal 8: In CSI compression using two-sided model use case, for UE side intermediate KPIs based monitoring, obtaining the output of the CSI reconstruction model based on the CSI reconstruction model by the UE is only supported for AI/ML model trained with training collaboration Type 1 at UE side.
There are several options on transmitting output-CSI-UE from NW side to UE side:
· Option 1: The output-CSI-UE is transmitted to the UE in form of quantization values, e.g., scalar quantization or codebook-based quantization;
· Option 2: The output-CSI-UE is transmitted to the UE in form of transmitting precoded CSI-RS that precoded with the output-CSI-UE.
For option 1, UE can obtain the output-CSI-UE directly, and the intermediate KPI can be calculated based on the output-CSI-UE and its associated target CSI. 
For option 2, extracting output-CSI-UE from the estimated channel is not needed. UE can calculate intermediate KPI based on the estimated channel of the precoded CSI-RS. Denoting the estimated channel that used to determine the target CSI and the CSI report as , the target CSI determined by  as , and the estimated channel of the precoded CSI-RS as  measured at UE side, where the precoded CSI-RS is precoded with the recovered CSI  at network side corresponding to . For option 2, the intermediate KPI can be SGCS or NMSE between  and . Compared to option 1, less overhead is need by option 2.
For both options, signaling and procedures for indicating output-CSI-UE transmission need to be studied. Besides, the UE side has to know which output-CSI-UE is associated with which CSI report. The mapping of output-CSI-UE and its associated CSI report can be indicated by NW side, required by UE side, or predefined by the specification. For option 1, which type of 3GPP signaling takes responsibility on output-CSI-UE indication, types of output-CSI-UE and formats of output-CSI-UE also shall be studied.
[bookmark: _Ref131624790]Proposal 9: In CSI compression using two-sided model use case, for UE side intermediate KPIs based monitoring, further study the signaling and procedures for transmitting output-CSI-UE from NW side to UE side, with the following options considered:
· Option 1: The output-CSI-UE is transmitted to the UE in form of quantization values, e.g., scalar quantization or codebook-based quantization;
· Option 2: The output-CSI-UE is transmitted to the UE in form of transmitting precoded CSI-RS that precoded with the output-CSI-UE.
[bookmark: _Ref131624794]Proposal 10: In CSI compression using two-sided model use case, for UE side intermediate KPIs based monitoring, potential specification impact includes the following:
· How to determine the association between output-CSI-UE and CSI report by the UE;
· Signaling and procedures for indicating output-CSI-UE transmission;
· Types of 3GPP signaling takes responsibility on transmitting output-CSI-UE, e.g., physical signaling, RRC signaling;
· Types of output-CSI-UE for model monitoring, e.g., precoding matrix, channel matrix etc.;
· Formats of output-CSI-UE for model monitoring: scaler quantization and/or codebook-based quantization (e.g., e-type II like).
If an eventual KPI is adopted as model monitoring metric, it can be impacted by various factors besides the CSI feedback, i.e. the scheduling strategy, the interference of the environment, etc. Therefore, if eventual KPI is adopted as model monitoring metric, how to exclude the impacts of other factors should be studied.
[bookmark: _Ref135058580]Proposal 11: In CSI compression using two-sided model use case, if eventual KPI is adopted as monitoring metric, how to exclude the impacts of other factors other than AI/ML model performance should be studied.
If input or output data based monitoring is considered, how to declare the input/output data is out-of-distribution should be carefully studied. In some cases, the AI/ML model does not deteriorate with drifting of data distribution, as have been proven by evaluations that AI/ML model can be generalized across multiple scenarios and multiple configurations.
In RAN1#112bis-e meeting, for NW-side monitoring, whether performance monitoring using an existing CSI feedback scheme as the reference shall be considered was discussed, and the following agreement was achieved:
	Agreement
In CSI compression using two-sided model use case, for NW-side monitoring, further study the necessity, feasibility and potential specification impact to enable performance monitoring using an existing CSI feedback scheme as the reference.
· The association between AI/ML scheme and existing CSI feedback scheme for monitoring
· Note: The metric for monitoring and comparison includes intermediate KPI and eventual KPI.
· Other aspects are not precluded.


For NW-side monitoring, there are two criterions on determining whether the AI/ML model is still workable /valid:
· Option 1: Compare the metric of the AI/ML model with a given threshold, and if the metric is higher (or lower, depends on the type of the metric) than the given threshold, the model is workable;
· Option 2: Compare the metric of the AI/ML model with the metric of an existing CSI feedback scheme, and if the two metrics meet a certain relationship (e.g., the metric of the AI/ML model is higher than the metric of an existing CSI feedback scheme), the AI/ML model is workable.
For Option 1, how to determine the threshold has to be considered. Since the metric is compared with a given threshold which is not related to the existing CSI feedback schemes, it is possible that in some cases, an AI/ML model is viewed as invalid even if it works better than existing CSI feedback schemes, and in some other cases, an AI/ML model is viewed as valid even if it works worse than existing CSI feedback schemes. 
Option 2 is the scheme taking an existing CSI feedback scheme as reference. Compared to Option 1, it provides more practical information to the NW-side, which enables the NW-side to making better decisions of model activation/deactivation/updating/switching, and especially for fallback. However, compared to Option 1, option 2 requires additional legacy CSI reporting. More study is needed on whether the price of additional legacy CSI reporting is acceptable. The price includes the overhead of legacy CSI reporting, the signaling on triggering legacy CSI reporting, etc. 
[bookmark: _Ref135058584]Proposal 12: In CSI compression using two-sided model use case, for NW-side monitoring, it is beneficial to enable performance monitoring using an existing CSI feedback scheme as the reference. Further study potential specification impact on triggering and reporting additional legacy CSI.
For NW-side monitoring with an existing CSI feedback scheme as reference, to determining the association between AI/ML scheme and existing CSI feedback scheme for monitoring, several methods can be considered:
· Option 1: The AI/ML based CSI is reported together with its associated legacy codebook-based CSI;
· Option 2: Associating the associated AI/ML based CSI and legacy codebook-based CSI to a same reference, the reference can be target CSI, CSI-RS, ID, time-domain/frequency-domain resources, etc. 
For Option 1, the overhead of one CSI report would be increased since AI/ML based CSI and legacy codebook-based CSI are reported together. For Option 2, AI/ML based CSI and codebook-based CSI can be reported in two separate CSI reports, new CSI reporting scheme for monitoring may not be needed since the CSI reporting scheme for DL CSI acquisition can be reused.
[bookmark: _Ref135058589]Proposal 13: In CSI compression using two-sided model use case, for NW-side monitoring with an existing CSI feedback scheme as reference, the following two options on determining the association between AI/ML scheme and existing CSI feedback scheme for monitoring are considered:
· Option 1: The AI/ML based CSI is reported together with its associated legacy codebook-based CSI;
· Option 2: Associating the associated AI/ML based CSI and legacy codebook-based CSI to a same reference, the reference can be target CSI, CSI-RS, ID, time-domain/frequency-domain resources, etc. 
For UE-side model monitoring, UE monitors model performance and reports it to NW side, the NW side makes decisions of model activation/deactivation/updating/switching. In RAN1#112bis-e meeting, the following agreement was achieved on UE-side monitoring:
	Agreement
In CSI compression using two-sided model use case, for UE-side monitoring, further study potential specification impact on triggering and means for reporting the monitoring metrics, including periodic/semi-persistent and aperiodic reporting, and other reporting initiated from UE.


For UE-side monitoring, if the UE only reports the monitoring metric to NW side, the NW side takes responsibility on judging whether the AI/ML model is failed or workable based on the monitoring metric. For judging whether the AI/ML model is failed or workable, if the methods based on comparing the monitoring metric of AI/ML scheme and the monitoring metric of the existing codebook based scheme is used, both the monitoring metric for AI/ML scheme and the monitoring metric for an existing codebook based scheme should be reported. Another alternative is specifying the criterion on whether an AI/ML model is failed or workable, and the UE reporting the judgement on whether the AI/ML model is failed or workable to the NW-side. 
[bookmark: _Ref135058592]Proposal 14: In CSI compression using two-sided model use case, for UE-side monitoring, further study potential specification impact on the following schemes:
· Alt 1: UE reports the monitoring metric to NW side to assist the NW side to judge whether the AI/ML model is failed or workable.
· Alt 2: UE reports the judgement on whether the AI/ML model is failed or workable to the NW side.
For monitoring metric reporting for UE-side monitoring, since measurement of CSI-RS is needed, it is possible that the legacy CSI reporting framework is reused, i.e., a monitoring related reporting is configured by a CSI-ReportConfig, and the CSI-ReportConfig is RRC configured semi-persistent activated or dynamic triggered by the network. More study is needed on whether there are other solutions advanced than the solution based on legacy CSI reporting framework.
[bookmark: _Ref135058595]Proposal 15: In CSI compression using two-sided model use case, for monitoring metric reporting for UE-side monitoring, study the feasibility and potential specification impact on reusing the legacy CSI reporting framework.
Configuration and content for CSI reporting at inference phase
In RAN1#112bie-e meeting, it was agreed that the study of AI/ML based CSI compression should be based on the legacy CSI feedback signaling framework. Regarding the content of AI/ML based CSI reporting, at least the compressed CSI should be reported. In MIMO system, the gain of increasing precoding accuracy for high ranks would be much lower than that for low ranks, and the probability of scheduling UEs with high ranks would be lower than that for low ranks. Therefore allocating much higher payloads for high ranks than low ranks is not necessary. For DL Type II codebook based CSI feedback in NR systems, the overheads of PMI feedback for rank 3, 4 are comparable to that for rank 2. The same principle is preferred for AI/ML based CSI feedback, i.e. the overheads of CSI feedback for rank 3, 4 are also expected to be comparable with that of rank 2.
[bookmark: _Ref131624818]Proposal 16: For AI/ML based CSI feedback, the overheads of CSI feedback for rank 3 and rank 4 are expected to be comparable with that of rank 2.
For AI/ML based CSI feedback, when the eigenvector of the channel is compressed, accompanied with the compressed CSI, CQI and RI also should be reported. The reporting scheme of CQI and RI can be the same as that in Rel-17 for codebook based CSI feedback. In Rel-17, CQI shall be calculated conditionally on the reported PMI, RI, and PMI shall be calculated conditionally on the reported RI. The mechanism of CQI and RI determination for AI/ML based CSI feedback maybe different to that for codebook based CSI feedback. In RAN1 #112 meeting, the following agreement was achieved on CQI determination:
	Agreement
In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report, if CQI in CSI report is configured.    
· Option 1: CQI is NOT calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 1a: CQI is calculated based on target CSI with realistic channel measurement  
· Option 1b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Option 1c: CQI is calculated based on legacy codebook
· Option 2: CQI is calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment
· Note: CSI reconstruction part at the UE can be different comparing to the actual CSI reconstruction part used at the NW. 
· Option 2b: CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   
· Other options are not precluded
· Note1: feasibility of different options should be evaluated 
· Note2: Gap analyses between the UE side CQI calculation results and the NW side results, as well as the impact on the scheduling performance should be evaluated
· Note3: Complexity of CQI calculation needs to be evaluated, including the computing complexity and potential RS/signaling overhead


Option 2a is feasible for AI/ML models trained with training collaboration Type 1 at UE side since the UE has the CSI reconstruction model at NW side. For AI/ML models trained with other training collaboration types, Option 2a is not preferred since it either (1) requires CSI reconstruction model transmission from NW side to UE side, which would cause model proprietary problem and the CSI reconstruction model transmitted from NW side to UE might not be compilable at UE side, or (2) use a reference CSI reconstruction model with may not be accurate enough. 
Option 2b is not preferred since it requires additional CSI-RS transmission and additional signaling on indication the mapping of precoded CSI-RS and reported CSI, and it would cause additional latency compared to other options.
Compared to Option 2, Option 1 can be applied to AI/ML models trained with any training collaboration type. Regarding sub options of Option 1, the CQI calculation complexity of Option 1a and Option 1c are similar. Compared to Option 1a and Option 1c, Option 1b can be more complicated due to the mechanisms on CQI adjustment at UE side. The performance benefit of Option 1b is not clear since NW side CQI adjustment might be deployed for Option 1a and Option 1c. Therefore more evaluations are needed to determine which sub option of Option 1 is adopted.
[bookmark: _Ref131624821]Proposal 17: In CSI compression using two-sided model use case, if CQI in CSI report is configured, for CQI determination in CSI report, one of the sub options of Option 1 is adopted:
· Option 1: CQI is NOT calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 1a: CQI is calculated based on target CSI with realistic channel measurement  
· Option 1b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Option 1c: CQI is calculated based on legacy codebook.
If CQI is reported, the quantization of CQI should be considered. It is natural to use the same scheme as that in Rel-17 for codebook based CSI feedback.
[bookmark: _Ref131624825]Proposal 18: For CQI reporting in CSI compression using two-sided model use case, the same quantization schemes as that in Rel-17 for codebook based CSI feedback is considered.
Quantization alignment
For training collaboration Type 1, if the quantizier/dequantizier is inside the AI/ML model and is seen as a part of the AI/ML model, quantization alignment using 3GPP aware mechanism may be unnecessary. However, for training collaboration Type 3, it is hard for UE side to train the UE-side generation part based on a dataset with quantized bits as the label for the output of generation part model, or for NW side to train the NW-side reconstruction part model based on a dataset with quantized bits as the label for the input of the reconstruction part. Therefore quantization alignment using 3GPP aware mechanism is needed at least for training collaboration Type 3.
[bookmark: _Ref135058606]Proposal 19: In CSI compression using two-sided model use case, quantization alignment using 3GPP aware mechanism is needed at least for training collaboration Type 3.
Conclusions
In this contribution, we provided our analysis on specification impacts of AI/ML based CSI compression. We have the following observations and proposals:
Observation 1: In CSI compression using two-sided model use case, for training collaboration Type 1, it has the following pros and cons:
· Pros: 
· Optimal performance can be achieved;
· For joint training at UE side,
· Dataset sharing might not be needed.
· Maintaining/storing a single/unified model at UE side can be supported.
· For joint training at NW side,
· Cell/site/scenario specific model can be supported easily.
· Maintaining/storing a singl	e/unified model at NW side can be supported. It is possible that UE does not need to maintaining/storing models for lots of gNBs.
· Cons:
· Model transfer is needed. 
· Model updating is lack of flexibility after deployment. 
· For joint training at UE side,
· It is challenging for a UE to support cell/site/scenario specific model.
· A gNB has to maintain/store multiple models for multiple UEs.
· gNB specific optimization is not supported.
· For joint training at NW side,
· UE specific optimization is not supported.
Observation 2: In CSI compression using two-sided model use case, for training collaboration Type 2, it has the following pros and cons:
· Pros: 
· gNB/device specific optimization is supported.
· Model transfer is not needed, which can keep model proprietary.
· Cons:
· The latency on model training is large. 
· There is heavy burden in air interface on real-time information exchange between NW side and UE side.
· Model updating is lack of flexibility after deployment. 
· Further study is needed on maintaining/storing a single/unified model at both sides of network and UE. 
· It is not easy to support cell/site/scenario/configuration specific model. 
Observation 3: In CSI compression using two-sided model use case, for training collaboration Type 3, it has the following pros and cons:
· Pros: 
· Model transfer is not needed.
· gNB/device specific optimization is supported.
· For sequential training starting with NW side,
· Good extendibility. 
· Cell/site/scenario specific model can be supported by NW side easily.
· It is feasible to maintaining/storing a single/unified model at NW side.
· For sequential training starting with UE side,
· It is feasible to maintaining/storing a single/unified model at UE side.
· Model transfer is not needed, which can keep model proprietary.
· Cons:
· Dataset transfer from the starting with side to the other side requires extra data transfer overhead.
· For sequential training starting with NW side,
· Further study is needed on the feasible of maintaining/storing a single/unified model at UE side to adapt to various NW sides.
· For sequential training starting with UE side,
· Bad extendibility. 
· It is difficult to support cell/site/scenario specific model.
· Further study is needed on the feasible of maintaining/storing a single/unified model at NW side to adapt to various UEs.
Observation 4: In CSI compression using two-sided model use case, for data collection for model training, enhancement on CSI-RS is not needed.
Proposal 1: In CSI compression using two-sided model use case, it is necessary to support NW side data collection.
Proposal 2: In CSI compression using two-sided model use case, for NW side data collection for model training, focus on studying CSI-RS measurement based data collection.
Proposal 3: In CSI compression using two-sided model use case, on ground-truth CSI reporting for NW side data collection for model training, study potential specification impact on the following schemes:
· Option 1: Ground-truth CSI samples are reported by physical layer signaling, with legacy CSI feedback framework reused;
· Option 2: Ground-truth CSI samples are reported by RRC signaling, with a batch of ground-truth CSI samples reported together.
Proposal 4: In CSI compression using two-sided model use case, for NW side data collection for model training, collecting ground-truth data in type of precoding matrix is supported.
Proposal 5: In CSI compression using two-sided model use case, for NW side data collection for model training, NW determines the number of layers for ground-truth CSI data collection.
Proposal 6: In CSI compression using two-sided model use case, for NW side intermediate KPIs based monitoring, further study the signaling and procedures for reporting target CSI, with the following two options considered:
· Option 1: The target CSI is reported together with its associated CSI report;
· Option 2: The target CSI is reported separately from its associated CSI report.
Proposal 7: In CSI compression using two-sided model use case, for NW side intermediate KPIs based monitoring, potential specification impact includes the following:
· How to determine the association between target CSI and CSI report by the NW side;
· Signaling and procedures for triggering target CSI reporting;
· Types of 3GPP signaling takes responsibility on target CSI reporting, e.g., physical signaling, RRC signaling;
· Types of target CSI for model monitoring, e.g., precoding matrix, channel matrix etc.;
· Formats of target CSI for model monitoring: scaler quantization and/or codebook-based quantization (e.g., e-type II like).
Proposal 8: In CSI compression using two-sided model use case, for UE side intermediate KPIs based monitoring, obtaining the output of the CSI reconstruction model based on the CSI reconstruction model by the UE is only supported for AI/ML model trained with training collaboration Type 1 at UE side.
Proposal 9: In CSI compression using two-sided model use case, for UE side intermediate KPIs based monitoring, further study the signaling and procedures for transmitting output-CSI-UE from NW side to UE side, with the following options considered:
· Option 1: The output-CSI-UE is transmitted to the UE in form of quantization values, e.g., scalar quantization or codebook-based quantization;
· Option 2: The output-CSI-UE is transmitted to the UE in form of transmitting precoded CSI-RS that precoded with the output-CSI-UE.
Proposal 10: In CSI compression using two-sided model use case, for UE side intermediate KPIs based monitoring, potential specification impact includes the following:
· How to determine the association between output-CSI-UE and CSI report by the UE;
· Signaling and procedures for indicating output-CSI-UE transmission;
· Types of 3GPP signaling takes responsibility on transmitting output-CSI-UE, e.g., physical signaling, RRC signaling;
· Types of output-CSI-UE for model monitoring, e.g., precoding matrix, channel matrix etc.;
· Formats of output-CSI-UE for model monitoring: scaler quantization and/or codebook-based quantization (e.g., e-type II like).
Proposal 11: In CSI compression using two-sided model use case, if eventual KPI is adopted as monitoring metric, how to exclude the impacts of other factors other than AI/ML model performance should be studied.
Proposal 12: In CSI compression using two-sided model use case, for NW-side monitoring, it is beneficial to enable performance monitoring using an existing CSI feedback scheme as the reference. Further study potential specification impact on triggering and reporting additional legacy CSI.
Proposal 13: In CSI compression using two-sided model use case, for NW-side monitoring with an existing CSI feedback scheme as reference, the following two options on determining the association between AI/ML scheme and existing CSI feedback scheme for monitoring are considered:
· Option 1: The AI/ML based CSI is reported together with its associated legacy codebook-based CSI;
· Option 2: Associating the associated AI/ML based CSI and legacy codebook-based CSI to a same reference, the reference can be target CSI, CSI-RS, ID, time-domain/frequency-domain resources, etc. 
Proposal 14: In CSI compression using two-sided model use case, for UE-side monitoring, further study potential specification impact on the following schemes:
· Alt 1: UE reports the monitoring metric to NW side to assist the NW side to judge whether the AI/ML model is failed or workable.
· Alt 2: UE reports the judgement on whether the AI/ML model is failed or workable to the NW side.
Proposal 15: In CSI compression using two-sided model use case, for monitoring metric reporting for UE-side monitoring, study the feasibility and potential specification impact on reusing the legacy CSI reporting framework.
Proposal 16: For AI/ML based CSI feedback, the overheads of CSI feedback for rank 3 and rank 4 are expected to be comparable with that of rank 2.
Proposal 17: In CSI compression using two-sided model use case, if CQI in CSI report is configured, for CQI determination in CSI report, one of the sub options of Option 1 is adopted:
· Option 1: CQI is NOT calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 1a: CQI is calculated based on target CSI with realistic channel measurement  
· Option 1b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Option 1c: CQI is calculated based on legacy codebook.
Proposal 18: For CQI reporting in CSI compression using two-sided model use case, the same quantization schemes as that in Rel-17 for codebook based CSI feedback is considered.
Proposal 19: In CSI compression using two-sided model use case, quantization alignment using 3GPP aware mechanism is needed at least for training collaboration Type 3.
References
[1]. [bookmark: _Ref126876004]RP-213599, New SI: Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface, Qualcomm, RAN#94-e, December 6th – 17th, 2021.
[2]. [bookmark: _Ref100851788]Chairman note for RAN1#109-e meeting, Chair, RAN1#109, May 9th – 20th, 2022.
[3]. Chairman note for RAN1#110 meeting, Chair, RAN1#110, Toulouse, France, August 22nd – 26th, 2022.
[4]. [bookmark: _Ref126915093]Chairman note for RAN1#110bis-e meeting, Chair, RAN1#110bis, October 10th – 19th, 2022.
[5]. [bookmark: _Ref126876024]Chairman note for RAN1#111 meeting, Chair, RAN1#111, Toulouse, France, November 14th – 18th, 2022.
[6]. [bookmark: _Ref131410623]Chairman note for RAN1#112 meeting, Chair, RAN1#112, Athens, Greece, February 27th – March 3rd, 2023.
[7]. [bookmark: _Ref134635000]Chairman note for RAN1#112bis-e meeting, Chair, RAN1#112bis, April 17th – April 26th, 2023.
[8]. [bookmark: _Ref134695417]R1-2304722, Evaluation on AI/ML for CSI feedback enhancement, CATT, RAN1#113, Incheon, Korea, May 22nd – May 26th, 2023.

