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1	Introduction
This contribution discusses specification impact and other aspects of AI based CSI compression.
[bookmark: _Ref178064866]2	Discussion on CSI compression	
2.1  On the table summarizing the training collaboration types
In the previous meeting, the table below was discussed. After further internal discussions and analysis we suggest the following changes and addition of notes (in red). 
[bookmark: _Toc135046908]Modify the discussed table that summarize the training collaboration types, and add the additional notes plus the columns for training type 4, as below
		    Training types

Characteristics
	Type 1
	Type 2
	Type 3
	Type 4, frozen decoder with gradient API

	
	NW-sided
	UE-sided
	
	NW first
	 UE first
	

	Whether model can be kept proprietary
	No
	No
	Yes
	Yes (Note 3)  
	Yes (Note 3)
	Yes

	Whether require privacy-sensitive dataset sharing
	No (Note 1)
	No
	No (Note 1)
	No (Note 1)
	No (Note 1)
	No (note 1)

	Flexibility to support cell/site/scenario/configuration specific model
	Yes
	Yes.Limited, and requiring additional assisted information signaling. Less flexible than Type 1-NW side. (note 8)
	Difficult
	Semi-flexible.
	Semi-flexible. With assisted information signaling
	Yes

	Whether gNB/device specific optimization is allowed
	Restricted
	Restricted (note 6)
	Yes
	Yes
	Yes
	Yes

	Model update flexibility after deployment
	Flexible
(note 4)
	Conditional, flexible with assisted information (note 4)
	Not flexible
(note 4)
	Semi-flexible

	Conditional semi-flexible, with assisted information
(note 4)
	Flexible (note 4)

	Feasibility of allowing UE side and NW side to develop/update models separately
	Limited
(Note 2)  
	Limited 
(Note 2)
	Infeasible
	Feasible
	Feasible
	Feasible

	Whether gNB can maintain/store a single/unified model for a CSI report configuration
	Yes No
	No
	Pending evaluation in 9.2.2.1
	Yes (note 10)Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1 (note 9)
	Yes (note 10)

	Whether UE device can maintain/store a single/unified model for a CSI report configuration
	No
	Yes (note 6)
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1 (note 9)
	Yes (note 10)Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1 (note 9)

	Extendibility: to train new UE-side model compatible with NW-side model in use; Or to train new NW-side model compatible with UE-side model in use
	Limited
(Note 2)
	Limited
(Note 2)
	Limited
	Support
	Support
	Support

	Whether training data distribution can match the inference device
	Conditional, with assisted information from UE for device specific model. 
Yes, to the extent needed. (note 7)
	Yes
	Restricted
	
Conditional, with assisted information from UE
Yes, to the extent needed. (note 7)
	Yes
	Yes.

	Software/hardware compatibility (Whether device capability can be considered for model development)
	Yes for device specific model. No for device-agnostic model. 
	Limited Yes
	Compatible 
	Compatible
	Compatible
	Compatible

	Model performance based on evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1
	Pending evaluation in 9.2.2.1



Note 1: Assume high accuracy PMI is not privacy sensitive data. FFS: other information such as channel matrix and assisted information. 
Note 2: For example, after deploying model 1 on the UE side, a new UE model can be obtained by using model 1 as the teacher model and using knowledge distillation method. Model 1 can also refer to a nominal model while the real deployed model can be developed based on the nominal model. 
Note 3: Assume information on model structure is not required to be disclosed in training collaboration type 3. 
Note 4: Flexibility after deployment is evaluated by the amount of offline cross-vendor co-engineering effort. Flexible indicates minimum additional co-engineering between vendors, semi-flexible indicates additional co-engineering effort between vendors.  
Note 5: Yellow highlighted rows are for further discussion.  
Note 6: It seems unlikely that the Type 1 UE-sided training can achieve gNB HW specific optimizations and at the same time allow the UE to run a single unified model. The UE-side may not know what optimizations are needed, different gNBs may have different needs which may also evolve over time as new products reach the market.
Note 7: Simulations from UE/Chipset vendor [R1-2303582] shows that mixing datasets from different Device Types give improved performance. The conclusion that a mixed dataset is generally better is commonplace in AI/ML literature and has been seen in this SI also for other aspects. Hence, the need for matching the inference device in training seems limited
Note 8: It has been shown in this SI, e.g., [R1-2303475, R1-2302477, R1-2302358], that gNB properties such as, e.g., antenna layout and virtualization may affect the performance of the models. Since these properties can be proprietary and subject to change the UE does not know them. Hence, the UE can neither guarantee that datasets are appropriately mixed at training, nor decide what specialized model is suitable for cell/site/scenario.
Note 9: Additional assistance signaling may be needed. Once the first side has done training, a model defines a mapping between latent space codeword and CSI, i.e., implicitly defining a codebook. If multiple vendors are part in the first-side training, those multiple models may represent multiple codebooks. For the second side to train a unified model, it would require assistance information to ensure that a unified model compresses/decompresses according to the correct codebook.
Note 10: Under the assumption that the vendor training first has engineering freedom to design its own model, the condition follows naturally. To understand the effects of long-term evolution of the AI/ML model in the eco-system, further studies are needed.

As illustrated in our previous contribution for RAN1#112-bis, [R1-2302919], we believe that in order to get more precise answers to the questions in the table there are multiple further assumptions needed. And while the proposed split as suggested in the table below, provides one such assumption and thus may help to sort out some misunderstandings, it may not be enough to align all companies on what the different training types mean in practice. 
Thus, different companies may, for good reasons, have different answers to these questions. Moreover, while clear and precise answers can be helpful, since in our view training will not be part of RAN1 specifications (as training will be performed between vendors outside 3GPP), we don’t think it is necessary to spend a lot of time discussing such training collaboration table.

	   Training types


Characteristics
	Type 1
	Type 2
	Type 3

	
	NW-sided
	UE-sided
	
	NW first
	 UE first

	
	Device agnostic
	Device specific
	
	
	
	



[bookmark: _Toc135046888]As training will not be part of RAN1 specifications (since training will be performed between vendors outside 3GPP realm), it is unnecessary to spend a lot of time discussing finer details of such training collaboration types in a table 
As illustrated in our previous contribution for RAN1#112-bis, [R1-2302919], we believe that in order to get more precise answers to the questions in the table there are multiple further assumptions needed. And while the proposed split provides one such assumption and thus may help to sort out some misunderstandings, it may not be enough to align all companies on what the different training types mean in practice. Thus, different companies may, for good reasons, have different answers to these questions. Moreover, while clear and precise answers can be helpful we do not believe that there is enough time left to sort it out.
2.2 Data collection for CSI compression
2.2.1 Motivation for standardizing NW side data collection
To have confidence in a data driven CSI reporting mechanism requires model monitoring in live networks. For the CSI compression use case, such monitoring implies a comparison between the input and the output of the autoencoder based neural network (that is from the encoder input to the decoder output). Different from the single side AI/ML use cases, the input and output reside on different sides of the Uu interface and are in the typical case owned by different vendors. In such situations involving multiple vendors, 3GPP standardization is the resolution. Note that encoder side only monitoring is meaningless in this two-sided case since the end-to-end loss performance of the full autoencoder is unknown at the UE side. 
Therefore, the data labels, i.e., the target CSI, needs to be conveyed from the UE to the gNB in live networks using a standardized format and associated procedures. This together with the “normal” AI/ML based compressed CSI report is necessary for the network to be able to perform monitoring of the encoder-decoder model performance. Such target CSI has higher resolution and thus UCI payload than a “normal” compressed CSI report, but on the other hand the latency requirements are significantly relaxed in comparison. Moreover, for the monitoring to cover  Possibly can RRC be used for such reporting as there seem to be no need for UCI based reporting.  
The target CSI reported from UE to the gNB in live networks together with the “normal” AI/ML-based CSI report from the UE can also be used for decoder fine-tuning, i.e., using offline training of an improved decoder model without the need to update already deployed encoder models in the networks. As discussed in this contribution, such fine-tuning which is based on real data collected in the field using real deployed UEs and gNBs, may be able to compensate for losses due to any idealities not captured in the dataset used in the initial training before the deployment. 
[bookmark: _Ref126159778][bookmark: _Toc131752938][bookmark: _Toc135046909]For CSI compression use case, it is required that standardized procedures and associated data format for UE to gNB data collection of a high-resolution CSI (target CSI) is supported to enable model monitoring and to provide data for enabling decoder fine tuning. 

2.2.2 Input to RAN2 specification impact of data collection 
The data collection for training of CSI compression will to a large extent be discussed in detail in RAN2. The task of RAN1 is to identify the latency requirements, the periodicity/frequency of the updates and the volume of data that needs to be transferred, i.e., how large is a single collected target CSI? Also, there is a need to differentiate data collection for training and for monitoring as these may have different requirements. 
On the latency issue, a difference compared with AI/ML model inference that is used for live scheduling and MIMO precoding decisions, the occasions where collected data is used do not happen frequently and may not happen in a short time horizon. Therefore, the latency requirements for collecting training data can be significantly relaxed compared to those for AI/ML model inference.
Observation 1 [bookmark: _Toc135046889]RAN2 can assume a non-real time latency requirement for collecting training data for training of CSI compression models. The corresponding latency for monitoring of such models is FFS. 
Considering such relaxed latency requirement, the time of measurements and the time of reporting the collected measurements back to the NW can be decoupled (these can be two different events separated by, e.g., hours). 
To avoid extensive use of the air interface, it is beneficial if a UE can log/store its measurements together with assistance information for multiple measurement occasions so that the network can choose an appropriate time when to transfer the data.
[bookmark: _Toc135046910]It is beneficial if the UE can report data from multiple measurement occasions in a single data collection instance which can be scheduled in a suitable time instance considering network load. 
When it comes to periodicity/frequency of data collection used for initial training and generalized models it is sufficient to collect data infrequently as to sample a large variety of channels and to improve model generalizability after training. Hence for such data collection the periodicity can be in the order of days.
[bookmark: _Toc135046890]RAN2 can assume a collection periodicity/frequency of days for initial training of generalized CSI compression models. The corresponding collection periodicity/frequency for monitoring of such generalized models is FFS.
On the other hand, for localized (e.g. site specific) channel models, there is a need to be able to collect a set of channels while the UE resides in a certain cell. For this type of data collection, the periodicity and latency may be shorter, depending on the expected time a UE can be assumed to reside in a cell, site or area  
[bookmark: _Toc135046891]For training and monitoring of site/area-specific CSI compression models, RAN2 need to assume that periodicity/frequency (or use of on demand collection) allows data collection of such localized data. 
Except for the MIMO channel measurement data (e.g., the UE CSI-RS measurement data to be used as target CSI), assistance information likely also needs to be stored but its payload is likely small compared to the actual MIMO channel data. Here, the assistance information data may include, e.g., cell-IDs, CSI-RS configurations (e.g. number of ports and whether measurement restriction is on or off etc.), time stamps, UE locations, and possibly also measurement accuracy.
Note that the location-related information such as cell-ID and PLNM may be used, e.g., to enable site/area-specific models. If the UE that performs data collection currently has a model for CSI compression deployed already, it will also be beneficial if the latent space information (encoder outputs), as would have been sent in the UCI, are also collected jointly. 
Note that both the measurement data and the assistance information should be transmitted in the same container, i.e., to ensure that the measurement and the assistance information come from the same measurement occasions.
[bookmark: _Toc135046911]For data collection for CSI compression, support reporting of assistance information associated with the MIMO channel measurement data. 
[bookmark: _Toc126745668][bookmark: _Toc126745669]
The size of a single CSI target report
The number of bits needed for reporting a single CSI-RS measurement depends on how the target CSI is represented (the data format and pre-processing/quantization method). For example, if raw channel measurements are reported, then, a UE may need to feedback multiple complex values in the order of (number of Rx virtual antenna ports * number of CSI-RS ports* number of subcarriers, e.g., 4*32*52) for one channel measurement per time instance. 
Depending on the required quantization bits used to quantize each complex value (phase and amplitude), the data size per UE report can be very large for this CSI use case. Non-radio-measurement data may or may not need to be reported, depending on the type of information and whether UE mobility is supported in combination with data collection or not.
To give an order of magnitude estimate on the data size, in our evaluation we have evaluated the performance for both raw eigenvectors in different FLOAT-like and beam-delay reduced format with the W2-matrix in both unquantized (FLOAT32) format and the 7-bit eType-II quantization. See the Figure below. It can be seen that a Target CSI payload will likely be in the range of 1000-4000 bits per layer, hence between 2k and 13k bits for a single report depending on how quantization is applied to higher layer-reports.
Assuming that a data collection report is always reporting full rank, we can make the following observation
Observation 2 [bookmark: _Toc131752957][bookmark: _Toc135046892]The data size for collection in the CSI compression use is initially estimated to 13 kbit which is a ballpark value RAN2 can use in their further studies.
For a study on the high-resolution format and expected payloads, see our evaluation paper [10]. 
[image: ]
Figure 1: Fraction of mean-user throughput compared to genie when using different format of target CSI as PMI-like feedback schemes. The left figure shows unquantized coefficients and the right figure shows with 7-bit standard-compliant quantization.

2.3 Inference related spec impact
2.3.1 Quantization
The necessity of the quantization alignment
In two-sided CSI compression, the encoder on the UE side will transmit the encoder output to the decoder on the NW side. Specifically, the decoder side will receive S = KQ bits of information from the UE, where K is the output size (i.e., the number of nodes in the output layer) of the encoder and Q is the number of quantization bits (if scalar quantization is used) per node. During the inference, this quantization is important to minimize the number of bits used in the CSI report (and thus, save the UL resources).
Although the total number of bits S exchanged between the encoder and the decoder is known and specified as it impacts the UCI, but the total number of bits S may come from different combinations of the number of encoder outputs and the number of quantization bits (i.e., as different vendors may have their own preferences). 
Hence, knowing only the total number of exchanged bits S over the air interface may not be sufficient to derive the number of encoder output K and the number of quantization bits Q. In Type-2 and Type-3 training, in particular, the encoder part and the decoder part may have different architectures since the encoder and the decoder originated from different vendors. Therefore, it is possible that the encoder has K1 encoder outputs with Q1 quantization bits while the decoder assumes K2 encoder outputs with Q2 quantization bits and S = K1Q1 = K2Q2.
Without the alignment of K and Q, a vendor must train considering the input/output as a string of non-structured bits. While this in theory could yield encoders and decoders of decent performance, it may be a difficult training task since it effectively imposes a 2KQ-sized classification problem in the middle of the AE. In some sense, this classification problem reflects the complexity of the task but may not be a fruitful formulation for training. In particular, the gradients may not behave nicely, and it may effectively make it impossible to use some of the common techniques for quantization-aware training. In addition, although the value of K and Q is already aligned between the encoder and the decoder, there is still also room for different interpretations of the UCI bitstream, e.g., when the encoder and the decoder implement different codebooks or different distributions on the quantization points.
Considering the above, we believe that the encoder side and the decoder side need to align on how the quantization bits are used (either or both during training and inference). Mechanisms to align the quantization, therefore, are needed for two-sided CSI compression.
Observation 3 [bookmark: _Toc135046893]Quantization alignment between the encoder and the decoder is needed in two-sided CSI compression.

In achieving the quantization alignment
The simplest and most straightforward approach to achieving the quantization alignment is by having the quantization (K or Q) to be standardized. Having the quantization be standardized, the NW and the UE will train based on this standardized quantization and thus, it will be easier to achieve the quantization alignment.
Another approach to having the quantization alignment is by sharing the quantization methods used by the encoder and/or by the decoder. In Type-1 training, the quantization alignment can be achieved by sharing the quantization method e.g., during the model transfer. In Type-2 or Type-3 training the quantization method can be shared, e.g., during the initial information exchanges between the UE and the NW. In Type-3 training, the entity that first conducts the training may determine the quantization method that should be applied by the AE.
Observation 4 [bookmark: _Toc135046894]Quantization alignment can be obtained via standardized quantization or via information exchanges, e.g., during the training phase.

Having a non-standardized quantization may give an extra degree of freedom to the autoencoder design and may potentially give a performance gain compared to the standardized quantization (e.g., as it opens the possibility to use learnable quantization). It should be noted, however, this may result in many quantization granularities, uniformity, codebooks, etc., that should be handled by the AE. Therefore, the benefit of the performance using the learnable (non-standardized) quantization should clearly outweigh the potential complexity that may occur due to non-standardized quantization. [1] for example, shows a relatively small performance gain of using learnable VQ compared to the fixed VQ.  
Depending on the training method, this may be a real burden for the NW side that needs to process CSI reports from multiple UEs in parallel.  In particular, if each UE vendor determines the quantization methods, it will result in such handling of multiple quantization methods in the NW side.  This may incur additional storage, process and delay for switching. One way to avoid this is to let the NW determines the quantization methods, and in Type-1, Type-3 and Type-4 training, NW needs to train first to avoid such situation.
Observation 5 [bookmark: _Toc135046895]If quantization method is shared via bilateral agreements, there can be too many quantization methods that should be handled by the NW if the quantization is determined by the UE.
[bookmark: _Toc135046912]The number of quantization methods that should be handled by the NW should be limited to a single or a small set, using either standardized quantization or NW-determined quantization (NW-first training).

Aspects on the scalar quantization
In typical scalar quantization, each encoder output will be quantized with a certain granularity of quantization, e.g., 2-bit, 4-bit, etc. The distance between the quantization point may be set in a uniform manner or can be set according to a certain distance (non-uniform distribution). In a sense, non-uniform quantization may better accommodate different encoder output distributions that may occur in the encoder output. Note, however, the actual distribution may very much depend on the AI/ML models. In addition, when quantization-aware training is used, the initial distribution of the encoder output may be dissolved.
One advantage that may be obtained from the non-uniform quantization is when the quantization non-aware training is used, i.e., as the encoder output distribution may remain the same as the initial distribution (without quantization). This may give a better generalization toward different encoder output sizes during the inference. Note, however, the generalization may also be obtained by training the encoder and the decoder to accommodate different quantization sizes.
In the below table, simulation results are given for the case of quantization-specific training and quantization-common training. For the quantization-specific training, the quantization bit used in the inference is the same as the quantization bit during the training. Note that using this approach, the UE and the NW need to store multiple models to handle different quantization sizes during the inference. For quantization-common training, the model is trained using all 4, 6, and 8 quantization bits, i.e., one model is trained to handle multiple quantization sizes. During the inference, the UE applies one out of 3 trained quantization sizes. The alignment during the inference may be achieved by configuration/indication from the NW (e.g., in the CSI report configuration) or indication from the UE (in the CSI report).

Table 1. Mean SGCS of different training approaches to handle different quantization sizes
	Training approach
	Quantization size Q during inference

	
	4 bits
	6 bits
	8 bits

	Quantization specific
	0.7528
	0.7768
	0.7902

	Quantization common
	0.7530
	0.7758
	0.7809



From the above table, we can observe non-substantial performance degradation of having quantization common training. In other words, generalization can also be achieved by using quantization-aware training. Considering this, uniform quantization should at least be a starting point if scalar quantization is adopted.
[bookmark: _Toc135046913]If the distribution of the quantization point of the scalar quantization is to be standardized, uniform quantization should be used as the starting point.
In general, scalar quantization quantizes each encoder output with the same number of bits. Another approach that may be taken is by setting different numbers of bits assigned for each encoder output, e.g., set 2 bits for the first group of encoder outputs and 2 bits for the second group of encoder outputs, and so on. Intuitively, it may give a potential performance improvement as there might be different level of importance from each encoder output. This, however, may bring another question on how to efficiently assign the number of bits for each encoder output (or each group of encoder outputs).
In addition, the effectiveness of the method needs to be firstly clarified further. Except of compare it with a uniform bit assignment, this method should also be compared to another approach of accommodating different payload sizes, e.g., puncturing. This is because puncturing can also be seen as the extreme case of assigning different bit distributions. Take an AI/ML model with an encoder output size of 10 as an example. Here, a payload size of 32 bits may be obtained from having the first 6 encoder outputs quantized with 4 bits while the second 4 encoder outputs quantized with 2 bits. The performance of such a scheme should be compared to the performance of having 8 encoder outputs (the last two encoder outputs are being punctured) quantized with 4 bits. The advantage of having different quantization sizes for each encoder output (or each group of encoder outputs) should be clearly shown compared to these more straightforward approaches.
[bookmark: _Toc135046914]In scalar quantization, the different encoder outputs in the output layer should be quantized with the same granularity, unless having different granularities for different encoder outputs shows a clear gain.

Adjusting the UCI payload size via adapting the quantization
Regarding the number of quantization bits, a simple solution is to standardize the number of quantization bits Q for the encoder outputs. If, however, this solution is found to be too restrictive, then we may allow a different number of quantization bits per encoder output. Allowing for a variable number of quantization bits may give better flexibility in setting up the trade-off between the auto-encoder model size, possible UCI payload, the size of information exchanges during the training, and the expected performance. 
In this approach, quantization information needs to be shared between the encoder and the decoder to make sure that the encoder and the decoder are aligned. For example, an additional bitfield (contains a few bits of quantization-bit information) may be exchanged between the UE and the NW. This is also important to let the NW understand how the bits received in the UCI are segmented. Note that the size of this additional information will be non-substantial compared to the size of information exchanges required for datasets and target CSI delivery during training or the size of CSI payload during inference.
Note that, as presented in the above table, it is feasible to have an AI/ML model that could handle multiple quantization sizes, i.e., via quantization-common training. The performance degradation of the quantization-common model compared to the quantization-specific model is very minor. Given the additional complexity that arises in using the quantization-specific model (e.g., larger model storage), having a quantization-common model may be beneficial. On other words, having a common model that can handle different quantization bits may serve as one approach to enable a flexible payload size for CSI reports. Note that although a number of different quantization can be handled by the AE, the number should be limited.
[bookmark: _Toc131752945][bookmark: _Toc135046915][bookmark: _Toc127343037]RAN1 to study whether the number of quantization levels per encoder output should be fixed or configurable by the network in CSI report configuration.
As mentioned above, there will be S=KQ quantized encoder output that will be transmitted to the decoder side as UCI. Therefore, another possibility in obtaining flexible UCI payload size may come from a flexible number of encoder output sizes, K. Similar to the quantization-common above, if a flexible number of encoder output sizes is to be supported, it will be preferable to have a model that could handle different numbers of encoder output size, i.e., to minimize the model storage and avoid unnecessary latency in switching between two models that specifically trained for a certain encoder output size. It may be a further study on whether to support flexible UCI bits via flexible quantization bits, flexible encoder output size, or both.
2.3.2 CSI report configuration
In current NR, the gNB can configure the maximum CSI report payload size for a given configured maximum rank number, the codebook type, CSI report granularity and the codebook parameter combinations. For Type-II reporting, the UE determines the RI that fulfils the rank restriction and the number of non-zero coefficients which are reported to the gNB. This means that in legacy, the payload is adapted to the need, to not spend unnecessary resources in the uplink. Hence, in legacy, the UE ultimately determines the ultimate CSI report payload size. For AI/ML-based solutions, similar methods of configuring/determining the CSI report payload size by both gNB and UE has been discussed in previous meeting.
If the target CSI definition approach of eType-II based is used, then there may be a need for the UE to report details of the pre-processing to the gNB to enable the gNB to fully interpret the decoder output. For example, assuming Type-II based CSI target definition and if L=10 SD basis is configured, the channel may be LOS and the UE can decide not to use all 10 SD basis vectors in the CSI report. In this case, the UE needs to convey information to the gNB about discarded SD basis vectors. Hence, this will impact on the CSI report payload. 
Observation 6 [bookmark: _Toc118726095][bookmark: _Toc118726302][bookmark: _Toc126052294][bookmark: _Toc126058676][bookmark: _Toc126323385][bookmark: _Toc126745670][bookmark: _Toc127343032][bookmark: _Toc127343522][bookmark: _Toc127343651][bookmark: _Toc127343727][bookmark: _Toc127344468][bookmark: _Toc127520280][bookmark: _Toc130212273][bookmark: _Toc130213784][bookmark: _Toc131531799][bookmark: _Toc131534148][bookmark: _Toc131580307][bookmark: _Toc131589786][bookmark: _Toc131752960][bookmark: _Toc135046896]The pre-processing by the UE may remove channel subspace (DFT vectors or eigenvectors), then information about the remaining subspace needs to be reported to the network side along with the encoder output bits which impacts the CSI report payload size.
For legacy CSI reporting the CSI report is segmented into separately encoded and received Part 1 CSI and Part 2 CSI. The size of Part 2 is dynamic and is controlled by Part 1 which has a fixed size known to UE and gNB. 
We propose to maintain and follow the legacy principle for AI-CSI, i.e. the CSI-RS resource indicator (CRI) (if applicable), the rank indicator (RI), and the channel quality indicator (CQI) are reported in Part 1 CSI. Plus, the necessary information to determine the size of Part 2 as will be discussed in the following. 
[bookmark: _Ref131149452][bookmark: _Toc131752946][bookmark: _Toc135046916]Re-use the legacy CSI reporting principle with CSI Part 1 and Part 2 where Part 1 has a network configured fixed size and Part 2 size is dynamic, determined by information in Part 1. 
For AI-CSI, pre-processing can be carried out to extract the features of vectors (e.g. eigenvectors) per transmission layer in the beam-delay domain with  SD basis and  FD basis. Such pre-processing impacts the definition of the target CSI (i.e. the gNB interpretation of the CSI output from the decoder), hence details of the pre-processing needs to be aligned between the transmitter and receiver. We denote such “side” information that defines the output CSI interpretation to be carried using  bits and the actual output of the encoder as  bits. In addition, there are bits in the UCI related to the auxiliary information common across all the transmission layers, such as CQI, RI and the number of selected SD and FD basis in case these numbers are up to the UE to determine, denoted by . These are carried by CSI Part 1. 
If an eType-II based Target CSI definition is used, then bits that indicate the selected SD and FD basis belong to the  bits and is carried on Part 2 CSI report of the UCI. These are necessary for the gNB to interpret the output CSI of the decoder. 
[bookmark: _Toc131752947][bookmark: _Toc135046917]The UCI for an AI-CSI report consists of  bits carried in CSI part 1 for the auxiliary information common across all the transmission layers,  bits carried in CSI part 2 used to complete the interpretation of the output CSI, and   bits carried in CSI part 2, representing the quantized latent space output of the encoder. 
Furthermore, since the bit sequence  can have large payload, the bit sequence  can be divided into multiple segments. It allows dropping of some part(s) of  when the allocated UCI resource, e.g., PUSCH allocation, for carrying such CSI report is not sufficient, as in the legacy CSI reporting framework, where the Part 2 CSI can be divided into multiple groups, each with a pre-defined priority level. For example,  can be segmented into multiple non-overlapping parts, where each segment corresponds to a transmission layer. If these basic principles as proposed are agreed, we can further discuss such details. 
In the previous meeting, there were ideas presented that the UE has multiple models and the UE switches the model which will impact the CSI report payload size. However it is preferred to keep any model ID transparent and decoupled from the CSI report payload definition, and instead define as set of possible payload sizes for the model output, where one of these payload sizes is selected for a given report. 
2.3.4 Rank and CQI reporting
In two-sided CSI compression use case, two main options have been proposed in the previous meeting for CQI calculation:
Option 1: CQI is NOT calculated based on the output of CSI reconstruction part from the realistic channel estimation, including​
· Option 1a: CQI is calculated based on target CSI with realistic channel measurement  ​
· Option 1b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment ​
· Option 1c: CQI is calculated based on legacy codebook​

Option 2: CQI is calculated based on the output of CSI reconstruction part from the realistic channel estimation, including​
· Option 2a: CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference with potential adjustment​
· Option 2b: CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.​

We have concerns with Option 2, where the CQI is calculated based on “the output of CSI reconstruction part from the realistic channel estimation”, which is essentially the decoder output, while the decoder can either be the nominal decoder at the UE (Option 2a), or the actual decoder at the gNB (Option 2b). 
One problem with Option 2a is that the nominal decoder at the UE is different from the actual decoder that the gNB uses for decoding, this will always introduce an unnecessary mismatch the between the true CQI and the reported CQI. Also, the CQI obtained with Option 2a highly depends on the quality of the nominal decoder at the UE, and it’s hard for the gNB to get a meaningful interpretation of such CQI. For example, assuming two UEs experiencing more or less the same channel and interference (e.g., they are closely located), then the ground truth CQI should also be more or less the same if similar receive filters are used. However, the reported CQIs for the two UEs could still be very different if the qualities of the nominal decoders are different. In general, we believe that for CQI to be meaningful for the gNB, the conditions under which CQI is computed needs to be specified and predictable, neither of which a proprietary UE nominal decoder provides.
For Option 2b, a two-stage approach is required. In the first stage, the UE transmits a CSI report without CQI. The gNB receives the CSI report and produces a decoder output, based on which CSI-RS is precoded. In the second stage, the UE measures the precoded CSI-RS and calculates CQI based on that. This is already possible with legacy CSI framework. Due to the two-stage nature of this option, a large delay can be expected before the gNB can obtain the CQI and this scheme is thus subject to channel aging. In addition, there is additional CSI-RS overhead and PDCCH triggering overhead for obtaining the second stage, also gNB complexity increases as UE specific CSI-RS precoding is needed. 
In general, target CSI is a more reliable and thus a preferred reference for calculating CQI (Option 1a and 1b), as it is the quantity that the UE knows perfectly and that the gNB strives to decode and reconstruct. Assuming the gNB can obtain a decent decoded target CSI, then the mismatch between the reported CQI and the actual CQI is minimized. The potential mismatch in CQI (Option 1b) can be adjusted based on UE reporting or gNB configuration. Mechanisms for adjusting CQI can be further studied. However, through training and monitoring the gNB may already have obtained an accurate estimate or model of the mismatch.
A hypothetical precoder (e.g., CSI assuming PMI+RI) can be used for calculating CQI as is done in legacy, where the hypothetical precoder can be calculated based on the target CSI. Depending on the content of the target CSI, the hypothetical precoder can take different forms, which can be further studied, for example:
· If the target CSI is an explicit channel tensor, the hypothetical precoder can utilize both RI and PMI, where the RI is the maximum rank of the target CSI, while the PMI is calculated as the RI strongest Tx eigenvectors of the target CSI.
· Alternatively, the target CSI can be calculated based on legacy codebook (Option 1c)
· If the target CSI is implicit channel information, such as Tx eigenvectors or PMI for a number of layers, the target CSI can be directly used as hypothetical RI and PMI (potentially with domain transformation).
· Alternatively, a hypothetical CSI can be calculated based on a codebook approximation of the target CSI. This can lower the computational complexity for the UE while at the same time be consistent and predictable from the perspective of the gNB.

Note that the basic principle that the RI/CQI calculation should be up to UE implementation is not violated; our proposal here is to have a common transmission hypothesis as done in legacy CQI calculation, where the transmission hypothesis can be as consistent and predictable as possible. The UE can still calculate the target CSI based on its own implementation. 
[bookmark: _Toc131752948][bookmark: _Toc135046918]Support Option 1 with CQI being calculated based on a hypothetical CSI which is derived, in a standardized fashion, from target CSI. Further study the details of mechanisms for CQI adjustments.   

If target CSI is an explicit channel tensor (i.e. full Tx * Rx MIMO channel), then the CSI report is similar to the CSI acquired by SRS measurements in TDD. For this case, instead of UE determining rank and CQI based on a hypothetical precoder, an alternative way is to enable UE reporting the interference plus noise (IpN) that the UE experiences. Hence an interference plus noise (IpN) report is a feasible and useful metric to report to the gNB in association to explicit channel-based reporting. 
[bookmark: _Toc131589777][bookmark: _Toc131665983][bookmark: _Toc131752949][bookmark: _Toc135046919]If target CSI being an explicit channel tensor is supported (i.e. full Tx * Rx MIMO channel), an alternative solution is that the CSI report doesn’t contain CQI and RI but contains an interference plus noise (IpN) report. 

2.4 Performance monitoring
In general, the performance metric(s)/methods for AI/ML model monitoring can be categorized into three types, i.e., intermediate KPI based, input/output data distribution based, and system/link performance (“eventual KPI”) based. Table 1 summarizes our views on these different performance metric(s) based model monitoring methods for the CSI-compression use case.
[bookmark: _Ref134907757]Table 1 Overview of different performance metrics based monitoring methods
	Performance metric
	 Examples 
	Benefits
	Challenges

	
	Performance metric examples
	Required data samples for to derive the performance metric
	
	

	System/Link performance metric(s)
(so called Eventual KPIs)
	Throughput 
ACK/NACK
Hypothetical BLER


	Eventual KPI values using AI/ML model. 
Reference eventual KPI values for a non-AI/ML solution, or preconfigured threshold values
	Metric reflects the true system/link performance with the use of AI/ML very well
Low complexity and signalling overhead 
Frequent monitoring possible
If based on NW side, it can capture also MU-MIMO performance
	Challenging to identify whether an observed performance degradation is due to an inaccurate AI/ML model (inaccurate AI/ML model monitoring) or due to other factors.
Many samples required to reliably achieve a reliable statistic

	Data distribution
	Input/output data distribution of AI/ML

	Encoder input/output distribution, if monitored at UE-side
Decoder input/output distribution, if monitored at NW-side

	No additional signalling overhead for obtaining input/output data
Shorter latency for obtaining data samples for model monitoring
Frequent monitoring possible
	Data drift detected only at one-side of the model does not necessarily mean that the two-sided model does not work well
May not reflect model performance as good as intermediate-KPI-based methods
May not reflect system performance as good as system/link performance metric(s) based methods and can only capture SU-MIMO performance
To achieve reliable model failure detection, many samples may be required to calculate statistical metrics. This may lead to
· Potential high complexity (computation and memory cost)
· Potential long monitoring window, hence, increased latency from model failure occurs to detecting the failure 

	Intermediate KPI(s)
	Intermediate KPI (e.g., SGCS or loss) calculated based on output CSI and target CSI
	{output CSI, target CSI} data samples for deriving intermediate KPIs
	Metric may reflect the models SU-MIMO performance well (provided that a good metric can be found also for rank>1)
Expect to provide more reliable model performance information
Can be used to check model performance occasionally or periodically (but with a relatively long periodicity)
	To achieve reliable model failure detection, many samples may be required to calculate statistical metrics. Frequent monitoring degrades the usability of the model.
May not reflect the system performance very well (e.g., a higher SGCS does not necessarily mean a better system/link KPI)
Unable to capture the MU-MIMO system performance which is the ultimate measure of these CSI enhancements



2.4.1. Performance monitoring at the NW-side 
As discussed in pervious sections, to enable a gNB serving multiple UEs simultaneously and keep implementation efficiency, cost and complexity feasible at the NW side, it is required that a single model is operated at the gNB side, regardless of the models operated in different UEs with different vendor versions or/and chipset versions. Any new models to be deployed at the UE-sided must be trained, validated and properly tested together with the single model at the NW-side before being deployed at the UEs. Hence, the performance monitoring of the two-sided CSI-compression AI/ML model is expected to be performance at the NW-side. The feature/functionality related system/link/eventual KPIs together with the intermediate KPIs can be used by the NW to monitor the two-sided CSI-compression model.
The system/link/eventual KPI (e.g., throughput, SNR, ACK-NACK, BLER) based monitoring method can be used by the NW to detect potential AI/ML CSI-compression feature/functionality performance degradation, thereby, triggering model LCM actions (e.g., model fallback) or/and performing further error cause analysis (e.g., whether the system/link performance degradation is caused by the AI/ML CSI-compression functionality or other issues). The system/link/eventual KPI based monitoring methods has low complexity and no additional signaling overhead for monitoring data collection. A large benefit is that such monitoring on the NW side can take into account the MU-MIMO performance as well.  
Hence, the NW can perform frequent monitoring of system/link/eventual KPIs and use it as a first step for detecting potential AI/ML functionality failure.
Observation 7 [bookmark: _Toc135046897]Eventual KPI based monitoring has low complexity and low overhead and may capture network MU-MIMO performance as well. The NW can perform frequent monitoring of eventual KPIs and use it as a first step for detecting potential AI/ML feature/functionality failure.
When detecting/predicting potential AI/ML functionality failure based on the observation of eventual KPI degradation, the NW can configure intermediate KPI based model monitoring to perform further error cause analysis. The NW may also configure periodic intermediate KPI based model monitoring with a very large periodicity to do an infrequent monitoring of the two-side CSI-compression functionality performance. 
Intermediate KPI based model monitoring at the NW-side corresponds to Case 1.
· Case 1: NW-side monitoring based on the target CSI with realistic channel estimation associated to the CSI report, reported by the UE, or obtained from the UE-side.

Comparing to other performance metrics like eventual KPIs and data distribution, intermediate KPIs (if a good KPI can be found also for rank>1) are expected to better reflect the model/functionality performance, thereby, providing more reliable results on the model/functionality performance information. For deriving the intermediate KPIs, the NW needs to collect the target CSI (ground-truth) and the encoder output (the output of the UE part of the two-sided CSI-compression model). The NW feds the encoder output into its decoder model and generates the reconstructed CSI (also called output CSI, the output of the gNB-part of the two-sided CSI-compression model), and then the NW compares the reconstructed CSI with the associated target CSI to calculate the intermediate KPI. 
For CSI-compression use case, intermediate KPIs being used for evaluation studies are the SGCS between reconstructed CSI and target CSI and NMSE but it has been observed that it only works well for rank=1 and SU-MIMO. In practice, the intermediate KPIs used for model performance monitoring can be a decoder reconstruction error metric defined by a loss function used for training at the NW-side and this loss function is unknown to the UE side. Hence, it is the NW-side who can derive the most accurate intermediate KPIs that truly reflect two-sided model performance. Therefore, standard should support UE reporting the target CSI (ground-truth) together with the UE-part model output for intermediate-KPI-based model monitoring at the NW side. 
Observation 8 [bookmark: _Toc135046898]It is necessary to specify NW-side data collection to enable intermediate-KPI-based model monitoring at the NW-side.
To collect sufficient monitoring data for obtaining the intermediate KPI statistics for model monitoring, a time window for monitoring data collection needs to be configured, and the length of the time window depends on how many monitoring data samples are needed to enable a reliable model monitoring result. It is expected that the intermediate-KPI-based model monitoring will be performed either periodically with a large periodicity, or it can be event triggered (e.g., when detecting an eventual KPI degradation), hence, the signalling and reporting overhead for data collection is not an issue. To keep both accuracy improvement and overhead reduction benefits of AI/ML-based CSI compression, high accuracy/fidelity target CSI is needed for both model train and monitoring.
Observation 9 [bookmark: _Toc135046899]Intermediate-KPI-based model monitoring is expected to be implemented infrequently (e.g., event triggered or periodically with a large periodicity) at the NW-side, hence, the monitoring data collection overhead for intermediate-KPI-based model monitoring at the NW-side is in general not an issue.
[bookmark: _Toc135046920]In CSI compression using two-sided model use case, study potential specification impact to enable intermediate-KPI based model monitoring at the NW side. 
· [bookmark: _Toc135046921]RRC-message based and L1-fast CSI reporting-based methods to support UE reporting accurate/high-fidelity target CSI (ground truth of output CSI) together with the encoder output for data collection used for monitoring
· [bookmark: _Toc135046922]Signaling and configuration for event triggered and periodical data collection used for monitoring

2.4.2. Performance monitoring at UE-side 
Achieving reliable performance monitoring results of two-sided CSI-compression AI/ML model via only UE-side model monitoring is very challenging and may not be feasible in practice.
A UE might use the system/link/eventual KPI (e.g., throughput, SNR, ACK-NACK, BLER) based monitoring method to detect potential AI/ML CSI-compression feature/functionality performance degradation. However, different from NW-sided monitoring, a UE does not know the detailed information about user scheduling and precoding selection decisions made at the gNB. Hence, it is better and more reliable if eventual KPIs are monitored at the NW-side.
Observation 10 [bookmark: _Toc135046900]UE-side based monitoring is problematic as the UE does not have CSI-RS beamforming and cell shaping information nor can it capture the model’s performance in MU-MIMO which is the main motivation for AI/ML based CSI reporting
A UE might frequently monitor the distribution of its encoder input/output data samples and detect potential data drifts by comparing the input/output data distribution statistics with the ones obtained during its model training stage. Even though input/output data distribution-based monitoring methods does not require additional signaling overhead for monitoring data collection (since it utilizes the data collected/generated during model inference), it still requires sufficient input/output data samples to derive data distribution statistics for detecting a potential data drift. This not only poses requirements on the computation power and memory at the UE, but also implies latency for data drift detection (the time between the data drift occurs and the drift is detected). 
In addition, it is nontrivial to define conditions and the measurable statistic KPIs to represent input/output data distribution for a data drift detection for the CSI-compression use case, so that a good trade-off between data drift detection reliability/accuracy (low false alarm rate and low missed detection) and the latency can be achieved. 
Even if a UE can detect data drift with high accuracy and low latency, it is still questionable on how useful such data drift detection result is, since a data drift detected at the UE side may not necessarily mean that the two-sided CSI-compression model does not work. 
Observation 11 [bookmark: _Toc135046901]Input/output data distribution-based monitoring method put requirements on computation power and memory at the UE side. Data drifts detected at the UE-part of a two-sided model does not necessarily mean that the two-sided model is not functioning.
[bookmark: _Toc135046923]In CSI compression using two-sided model use case, for input/output data distribution based performance monitoring at the UE side, start with studying the feasibility of defining conditions, measurable data statistic KPIs and measurable monitoring results KPIs (e.g., false alarm rate, missed detection rate, latency) to evaluate the performance of this monitoring method. 
For intermediate KPI based monitoring at UE-side, these options can be further discussed:
· Case 2: UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW, or obtained from the network side.
· Case 3: UE-side monitoring based on the output of a proxy model at the UE-side, where the proxy model is a proxy CSI reconstruction part.
· Case 4: UE-side monitoring based on the output of a proxy model at the UE-side, where the proxy model directly output intermediate KPIs.

For Case 2, the NW needs to transmit/provide the output of its CSI reconstruction model (decoder) to the UE. In addition, the NW needs to provide the loss function used for training at the NW-side to the UE so that the UE can use it to derive the intermediate KPI, otherwise, there may be mismatch on how the loss is calculated (i.e., the NW and the UE may have different loss function to assess the performance), then, whether there is a problem or not for the two-sided model will not be aligned between NW and UE. 
Moreover, to collect sufficient monitoring data samples for obtaining the intermediate KPI statistics for model monitoring at the UE side, Case 2 requires signalling of multiple samples of the NW decoder output to the UE within a time window. To reduce the signalling overhead, Case 2 based intermediate-KPI-based model monitoring at the UE-side can only be performed either periodically with a large periodicity or be event triggered. 
A major concern with Case 2 is that the input and output relation of the decoder and the loss function of the decoder will be exposed which then opens for disclosing proprietary aspects of the NW-part of the two-sided model (decoder). Hence, we don’t think the Case 2 based UE-side monitoring will be feasible in practice.
Observation 12 [bookmark: _Toc135046902]For CSI compression using two-sided model use case, the method of UE-side monitoring based on the output of the CSI reconstruction model indicated/provided by NW does not seem to be feasible in practice, since it may open for disclosing proprietary aspects of the NW-part model.

Case 3 does not require NW to transmit/provide the reconstructed/output CSI to the UE, since the UE can obtain proxy reconstrued CSIs using its proxy model (e.g., a nominal decoder), and thereby deriving a proxy intermediate KPI by comparing the proxy reconstructed CSI with the associated target CSI using a loss function associated with the proxy model. However, in practice, especially for NW-first training approach (which is a necessary condition to enable a single decoder at gNB regardless of the models operated in different UEs with different vendor versions or/and chipset versions), the proxy model (nominal decoder) at the UE side may not be the accurate representation of the actual decoder in the NW-side. 

Therefore, the proxy intermediate KPI values may not reflect the actual intermediate KPI values for the two-sided model, which may delude the purpose of the performance monitoring itself. This implies that an additional model LCM is required for training/deploying/monitoring/testing the proxy CSI reconstruction model at the UE. 

Hence, for Case 3, the feasibility for the UE-side to design such proxy model or obtain the proxy model from the NW needs to be justified. The feasibility and complexity for testing/tracking the performance of the proxy model to ensure the derived proxy intermediate KPI statistics based on such proxy model can accurately reflect the real-world two-sided model performance also need to be justified. 

For Case 4, there is no need for the NW to transmit/provide the output of its CSI reconstruction model (decoder) to the UE. A proxy model is used to directly output proxy intermediate KPIs, hence, the reliability/accuracy of the Case 4 based model monitoring results heavily depends on the performance of the proxy model, which implies that an additional model LCM is required for training/deploying/monitoring/testing the proxy model. Similar for Case 3, the feasibility of the Case 4 approach requires further justification, e.g., how to train/obtain the proxy model, and how to ensure the proxy model is valid in the field operation.
Observation 13 [bookmark: _Toc135046903]For CSI compression using two-sided model use case, the method of UE-side monitoring based on a proxy model (e.g., Case 3 with a CSI reconstruction model or Case 4 with an intermediate KPI prediction/estimation model) at the UE may not provide accurately monitoring results, since the proxy intermediate KPI statistics derived/obtained from the proxy model may not reflect the actual intermediate KPI statistics of the two-sided CSI-compression model.

Observation 14 [bookmark: _Toc135046904]For CSI compression using two-sided model use case, the method of UE-side monitoring based on a proxy model (e.g., Case 3 with a CSI reconstruction model or Case 4 with an intermediate KPI prediction/estimation model) at the UE introduces additional model LCM overhead for training/deploying/monitoring/testing the proxy model.
In Table 2, we compare different intermediate-KPI based monitoring methods, i.e., Case 1 for NW-sided monitoring and Cases 2-4 for UE-sided monitoring:
[bookmark: _Ref134968483]Table 2 Overview of different intermediate-KPI based monitoring methods/Cases
	
	NW-side monitoring
	UE-side monitoring

	
	Case 1
	Case 2
	Case 3
	Case 4

	Overhead
	UE reporting target CSI to NW in a time window

Infrequent UE reporting
	NW signaling reconstructed CSI (output CSI) to UE
NW signaling loss function to UE

Infrequent NW signaling
	Additional proxy model LCM overhead, e.g., train/deploy/monitoring/test the proxy model
	Additional proxy model LCM overhead, e.g., train/deploy/monitoring/test the proxy model

	Accuracy/reliability of the monitoring results
	High
	High
	Lower
proxy reconstrued CSI may not reflect the actual reconstrued CSI from gNB
misaligned loss function to access model performance at UE and gNB
	Lower
proxy intermediate KPI values may not reflect the actual intermediate KPI values of the two-sided model

	Proprietary protection
	Kept
	Likely be exposed
	Depend on how the proxy model is trained/obtained
	Depend on how the proxy model is trained/obtained



We have the following proposal for UE-sided monitoring of two-sided CSI-compression model performance based on intermediate-KPIs:
[bookmark: _Toc135046924]In CSI compression using two-sided model use case, for intermediate-KPI based performance monitoring at the UE side, study the feasibility of each candidate option first, before studying performance evaluations and potential spec impacts:
· [bookmark: _Toc135046925]Option 1: UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW, or obtained from the network side.
· [bookmark: _Toc135046926]Option 2: UE-side monitoring based on the output of a proxy model at the UE-side, where the proxy model is a proxy CSI reconstruction part.
· [bookmark: _Toc135046927]Option 3: UE-side monitoring based on the output of proxy model at the UE-side, where the proxy model directly outputs intermediate KPIs.

2.5	Framework, UE capability, and other topics
2.5.1 Codebook subset restriction
The purpose of codebook subset restriction (CBSR) in LTE and NR is to avoid that UE reports CSI for a spatial direction where the base station anyway cannot perform transmission due to creating interference towards users in neighbour cells (or even interference towards neighbour base stations in case of TDD an non-aligned TDD patterns). In the upper FR2 bands and in the likely new 7-15 GHz in the future, there are a regulations and difficult problems with co-existence to military equipment, aircraft systems and satellite systems. Hence, the importance of CBSR will increase in the coming years. 
Observation 15 [bookmark: _Toc131531800][bookmark: _Toc131534149][bookmark: _Toc131580308][bookmark: _Toc131589787][bookmark: _Toc131752961][bookmark: _Toc135046905]The importance of CBSR will increase due to more complicated interference situations in coming deployments and bands
Note that the base station can always decide not to transmit in those unwanted directions, but the CBSR is used to ensure that the CSI report is useful as without it there is no guarantee that the base station can use a CSI report in such deployments with spatial restrictions.
If the target CSI definition (to be discussed) is based on an eType-II structure (possible with larger number of SD and FD basis compared to legacy CSI reporting), then CBSR for AI based CSI enhancement can be based on this target CSI.
Hence, the gNB configures the UE with a desired target CSI (e.g. L, M and CBSR) that the UE shall use for its CSI report. How these impacts on the UCI payload needs further discussion, as well as whether such configuration would benefit from being dynamic or semi-static (i.e. DCI, MAC or RRC based). Note, that an advantage of a well-defined and collectable target CSI is that CBSR can be defined on the target CSI. Thus, it is up to UE-implementation how to achieve it since the relation between target CSI and encoder input is up to UE implementation.
Observation 16 [bookmark: _Toc131531801][bookmark: _Toc131534150][bookmark: _Toc131580309][bookmark: _Toc131589788][bookmark: _Toc131752962][bookmark: _Toc135046906]A benefit of a Target CSI definition based on eType-II is that CBSR can straightforwardly be applied by gNB to UE configuration of the target.
If the target CSI definition is instead based on explicit channel such as eigenvectors, in principle, the base station can remove unwanted directions with proprietary implementation methods. For example, when the base station calculates a precoder based on the reconstructed channel, the base station can take unwanted directions as additional constraint. However, in this case, the UE will report unwanted part of the channel information which creates unnecessary overhead. In addition, if CQI is to be reported with explicit channel and is calculated based on the reported explicit channel, the CQI may have a mismatch since the base station will not use the full channel for DL transmission. 
In this case, the CBSR concept needs to be completely redesigned compared to legacy CBSR, introducing some signalling that is restricting certain directions in the channel. Whether this is feasible needs more studies. 
Details on how to segment the CSI report can be studied when the definition of target CSI has been agreed. 
2.5.2 UE Processing and CPU
There is a need to start discussing the CSI processing unit (CPU) for AI based CSI reporting and UE processing in general. 
We observe that since the time for resource measurement becomes a dominating factor in the CPU calculation, there are benefits to decouple the measurement time from the total CPU occupancy period. This is an attractive solution when different computation resources are used for channel measurement/estimation and computing a CSI (e.g., PMI, RI, CQI, etc.). For example, the UE may indicate to the network using UE capability signaling that it can decouple the measurement time for prediction in this case, likely because it has dedicated hardware and software to run the AI/ML based CSI prediction (neural network engine), and it can start prediction already after two first measurements and refine it as more measurements are added. 
Another practical benefit of this, which also is an improvement for legacy reporting, is to enable sharing of channel measurement across different CSI reports without occupying the CPU pool multiple times for measuring the same thing (from specification point of view). For example, if two CSI reports are configured to the UE (possible with different ReportQuantity configured in the CSI-ReportConfig), where the same CSI-RS resource is configured for channel measurement, then the UE only needs to measure/estimate the channel once. In the legacy CPU definition, however, the above will occupy the CPU resource twice, even if in practice the UE may only need to calculate it once. Configuring multiple reports that are linked with the same CSI-RS resource could be used in many scenarios. For example, for monitoring purpose (and data collection), the NW can configure both an AI/ML-based CSI report and a legacy Type II CSI report, so that the Type II CSI report can be used as a benchmark for training and/or for monitoring the performance of the AI model. 
Hence, when CSI prediction is configured by the NW to the UE, the time period over which the channel/interference measurement/estimation is performed is decoupled from the total CPU occupancy time. In this case, a separate processing unit may be defined that is dedicated for measurement (e.g., CSI-RS/CSI-IM/SSB measurement), which will be referred as measurement processing unit (MPU) in the sequel. 
Observation 17 [bookmark: _Toc131531802][bookmark: _Toc131534151][bookmark: _Toc131580310][bookmark: _Toc131589789][bookmark: _Toc131752963][bookmark: _Toc135046907]Since a CSI-RS measurement may be used for multiple purposes (monitoring, inference, data collection), and processed by different hardware in the UE, RAN1 can consider discussing CPU and measurement processing units (MPU) as two decoupled entities used to define the UE processing load
The UE may indicate to the NW the maximum number of simultaneous channel/interference measurements/estimation (e.g., denoted as ) it can perform within a period of time (e.g., denoted as ). The maximum number of measurements  may depend on the number of CSI-RS and/or CSI-IM and/or SSB resources. The time interval  may be a function of symbol, slot, CSI-RS/CSI-IM/SSB periodicity and offset, and the number of reference signal (RS) resources. 
An example is given in Figure 2 for CSI prediction (although it can also be used for CSI compression case), where the MPU occupancy for periodic and semi-persistent CSI report is defined based on the first CSI-RS resource and the last CSI-RS resource configured for a predicted CSI report, while the MPU occupancy for aperiodic CSI report is defined based on the PDCCH triggering of CSI report and the last CSI-RS resource configured for a predicted CSI report. Note also that , i.e., the time period over which the maximum number of simultaneous channel/interference measurements/estimation (i.e., ) is defined, could be smaller than the MPU occupancy time. Finally, the CPU occupancy in this example only accounts for calculating and encoding the CSI report. 
[image: ]
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[bookmark: _Ref115183575]Figure 2 An example of the proposed MPU and CPU occupancy for CSI prediction.
	4/4	
Conclusion
In the previous sections we made the following observations: 
Observation 1	As training will not be part of RAN1 specifications (since training will be performed between vendors outside 3GPP realm), it is unnecessary to spend a lot of time discussing finer details of such training collaboration types in a table
Observation 1	RAN2 can assume a non-real time latency requirement for collecting training data for training of CSI compression models. The corresponding latency for monitoring of such models is FFS.
Observation 2	RAN2 can assume a collection periodicity/frequency of days for initial training of generalized CSI compression models. The corresponding collection periodicity/frequency for monitoring of such generalized models is FFS.
Observation 3	For training and monitoring of site/area-specific CSI compression models, RAN2 can assume that periodicity/frequency (or use of on demand collection) allows data collection of such localized data.
Observation 2	The data size for collection in the CSI compression use is initially estimated to 13 kbit which is a ballpark value RAN2 can use in their further studies.
Observation 3	Quantization alignment between the encoder and the decoder is needed in two-sided CSI compression.
Observation 4	Quantization alignment can be obtained via standardized quantization or via information exchanges, e.g., during the training phase.
Observation 5	If quantization method is shared via bilateral agreements, there can be too many quantization methods that should be handled by the NW if the quantization is determined by the UE.
Observation 6	The pre-processing by the UE may remove channel subspace (DFT vectors or eigenvectors), then information about the remaining subspace needs to be reported to the network side along with the encoder output bits which impacts the CSI report payload size.
Observation 7	Eventual KPI based monitoring has low complexity and low overhead and may capture network MU-MIMO performance as well. The NW can perform frequent monitoring of eventual KPIs and use it as a first step for detecting potential AI/ML feature/functionality failure.
Observation 8	It is necessary to specify NW-side data collection to enable intermediate-KPI-based model monitoring at the NW-side.
Observation 9	Intermediate-KPI-based model monitoring is expected to be implemented infrequently (e.g., event triggered or periodically with a large periodicity) at the NW-side, hence, the monitoring data collection overhead for intermediate-KPI-based model monitoring at the NW-side is in general not an issue.
Observation 10	UE-side based monitoring is problematic as the UE does not have CSI-RS beamforming and cell shaping information nor can it capture the model’s performance in MU-MIMO which is the main motivation for AI/ML based CSI reporting
Observation 11	Input/output data distribution-based monitoring method put requirements on computation power and memory at the UE side. Data drifts detected at the UE-part of a two-sided model does not necessarily mean that the two-sided model is not functioning.
Observation 12	For CSI compression using two-sided model use case, the method of UE-side monitoring based on the output of the CSI reconstruction model indicated/provided by NW does not seem to be feasible in practice, since it may open for disclosing proprietary aspects of the NW-part model.
Observation 13	For CSI compression using two-sided model use case, the method of UE-side monitoring based on a proxy model (e.g., Case 3 with a CSI reconstruction model or Case 4 with an intermediate KPI prediction/estimation model) at the UE may not provide accurately monitoring results, since the proxy intermediate KPI statistics derived/obtained from the proxy model may not reflect the actual intermediate KPI statistics of the two-sided CSI-compression model.
Observation 14	For CSI compression using two-sided model use case, the method of UE-side monitoring based on a proxy model (e.g., Case 3 with a CSI reconstruction model or Case 4 with an intermediate KPI prediction/estimation model) at the UE introduces additional model LCM overhead for training/deploying/monitoring/testing the proxy model.
Observation 15	The importance of CBSR will increase due to more complicated interference situations in coming deployments and bands
Observation 16	A benefit of a Target CSI definition based on eType-II is that CBSR can straightforwardly be applied by gNB to UE configuration of the target.
Observation 17	Since a CSI-RS measurement may be used for multiple purposes (monitoring, inference, data collection), and processed by different hardware in the UE, RAN1 can consider discussing CPU and measurement processing units (MPU) as two decoupled entities used to define the UE processing load


Based on the discussion in the previous sections we propose the following:
Proposal 1	Modify the discussed table that summarize the training collaboration types, and add the additional notes plus the columns for training type 4, as below
Proposal 2	For CSI compression use case, it is required that standardized procedures and associated data format for UE to gNB data collection of a high-resolution CSI (target CSI) is supported to enable model monitoring and to provide data for enabling decoder fine tuning.
Proposal 3	It is beneficial if the UE can report data from multiple measurement occasions in a single data collection instance which can be scheduled in a suitable time instance considering network load.
Proposal 4	For data collection for CSI compression, support reporting of assistance information associated with the MIMO channel measurement data.
Proposal 5	The number of quantization methods that should be handled by the NW should be limited to a single or a small set, using either standardized quantization or NW-determined quantization (NW-first training).
Proposal 6	If the distribution of the quantization point of the scalar quantization is to be standardized, uniform quantization should be used as the starting point.
Proposal 7	In scalar quantization, the different encoder outputs in the output layer should be quantized with the same granularity, unless having different granularities for different encoder outputs shows a clear gain.
Proposal 8	RAN1 to study whether the number of quantization levels per encoder output should be fixed or configurable by the network in CSI report configuration.
Proposal 9	Re-use the legacy CSI reporting principle with CSI Part 1 and Part 2 where Part 1 has a network configured fixed size and Part 2 size is dynamic, determined by information in Part 1.
Proposal 10	The UCI for an AI-CSI report consists of  bits carried in CSI part 1 for the auxiliary information common across all the transmission layers,  bits carried in CSI part 2 used to complete the interpretation of the output CSI, and   bits carried in CSI part 2, representing the quantized latent space output of the encoder.
Proposal 11	Support Option 1 with CQI being calculated based on a hypothetical CSI which is derived, in a standardized fashion, from target CSI. Further study the details of mechanisms for CQI adjustments.
Proposal 12	If target CSI being an explicit channel tensor is supported (i.e. full Tx * Rx MIMO channel), an alternative solution is that the CSI report doesn’t contain CQI and RI but contains an interference plus noise (IpN) report.
Proposal 13	In CSI compression using two-sided model use case, study potential specification impact to enable intermediate-KPI based model monitoring at the NW side.
	RRC-message based and L1-fast CSI reporting-based methods to support UE reporting accurate/high-fidelity target CSI (ground truth of output CSI) together with the encoder output for data collection used for monitoring
	Signaling and configuration for event triggered and periodical data collection used for monitoring
Proposal 14	In CSI compression using two-sided model use case, for input/output data distribution based performance monitoring at the UE side, start with studying the feasibility of defining conditions, measurable data statistic KPIs and measurable monitoring results KPIs (e.g., false alarm rate, missed detection rate, latency) to evaluate the performance of this monitoring method.
Proposal 15	In CSI compression using two-sided model use case, for intermediate-KPI based performance monitoring at the UE side, study the feasibility of each candidate option first, before studying performance evaluations and potential spec impacts:
	Option 1: UE-side monitoring based on the output of the CSI reconstruction model, subject to the aligned format, associated to the CSI report, indicated by the NW, or obtained from the network side.
	Option 2: UE-side monitoring based on the output of a proxy model at the UE-side, where the proxy model is a proxy CSI reconstruction part.
	Option 3: UE-side monitoring based on the output of proxy model at the UE-side, where the proxy model directly outputs intermediate KPIs.
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