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[bookmark: _Hlk101956567]In RAN#94-e [1], the study item for AI/ML has been approved for NR Air Interface. In RAN1#109-e [2], the following agreements on BM-Case1 and BM-Case2 were made:
	Agreement
For AI/ML-based beam management, support BM-Case1 and BM-Case2 for characterization and baseline performance evaluations
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· FFS: details of BM-Case1 and BM-Case2
· FFS: other sub use cases
Note: For BM-Case1 and BM-Case2, Beams in Set A and Set B can be in the same Frequency Range



In this contribution, we discuss potential issues and associated standard impacts to support AI/ML for beam management in NR air interface based on BM-Case1, BM-Case2 and other possible cases. 
Discussions
Definition of BM-Case1 and BM-Case2
In RAN1#110bis-e [4], the following agreement was made:
	Conclusion 
For AI/ML based beam management, RAN1 has no consensus to support on studying any other sub use case in addition to BM-Case1 and BM-Case2
Note: this conclusion is independent of the discussion on the alternatives of AI/ML model inputs for BM-Case1 and BM-Case2



According to the highlighted part of the agreement made in RAN1#109-e in the above, Beams in Set A and Set B can be in the same frequency range. However, it does not mandate Set A and Set B shall be in the same frequency range. In addition, supporting Set A and Set B in different frequency ranges is beneficial considering different beamwidths especially when multiple cells in different Frequency Ranges are implemented toward to an identical direction. 
Observation 1: The agreements made in RAN1#109 and RAN1#110bis-e do not preclude the case that beams in Set A and Set B in different frequency ranges.
Observation 2: Supporting Set A and Set B in different frequency ranges is beneficial considering different beamwidths especially when multiple cells in different Frequency Ranges are implemented toward to an identical direction.
Proposal 1: BM-Case 1 and BM-Case 2 with Set A and Set B in different frequency ranges are supported as well as in a same frequency range.
Location of AI/ML inference/training
For the location of AI/ML model inference, the following agreement was made in RAN1#111 [5]:
	Agreement
For the sub use case BM-Case1 and BM-Case2, at least support Alt.1 and Alt.2 for AI/ML model training and inference for further study:
· Alt.1. AI/ML model training and inference at NW side
· Alt.2. AI/ML model training and inference at UE side
· The discussion on Alt.3 for BM-Case1 and BM-Case2 is dependent on the conclusion/agreement of Agenda item 9.2.1 of RAN1 and/or RAN2 on whether to support model transfer for UE-side AI/ML model or not
· Alt.3. AI/ML model training at NW side, AI/ML model inference at UE side



AI/ML inference/training at NW side (Alt.1) could be a good implementation option as UE implementation is generally limited due to computational power and battery consumption than gNB implementation. However, AI/ML inference/training generally requires more detailed explicit information which leads to significant reporting overhead. For a pair of gNB and UE, the increased reporting overhead may not be a critical issue for the network, however, if we consider all available UEs in a cell, acquiring information for the inference of multiple UEs requires huge overheads. On the other hand, AI/ML inference/training at UE side (Alt.2) can be limited due to limited computational power and battery consumption at UE implementation, however, UE can easily utilize more information that the UE acquired by measuring SSB/CSI-RS without consuming any reporting overhead. 
Observation 3: AI/ML inference/training at NW side (Alt.1) could be a good implementation option as UE implementation is generally limited due to computational power and battery consumption than gNB implementation. However, AI/ML inference/training generally requires more detailed explicit information which leads significant reporting overhead.
Observation 4: AI/ML inference/training at UE side (Alt.2) can be limited due to limited computational power and battery consumption at UE implementation, however, UE can easily utilize more information that the UE acquired by measuring SSB/CSI-RS without consuming any reporting overhead.
Proposal 2: Support both AI/ML inference/training at NW side (Alt.1) and UE side (Alt.2) for both BM-Case1 and BM-Case2.
Relationship between Set A and B
In RAN1#110 [3], the following alternatives were agreed for BM-Case 1 and BM-Case 2. 
	Agreement 
For the sub use case BM-Case1, support the following alternatives for further study:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The beam patterns of Set A and Set B can be clarified by the companies.

Agreement
For the sub use case BM-Case2, further study the following alternatives:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· Alt.3: Set A and Set B are the same
· Note1: The beam pattern of Set A and Set B can be clarified by the companies.



· Set B is a subset of Set A
· As using same beamwidth for all channels and signals is a general implementation within a frequency range, using a subset of Set A as Set B is a reasonable option if Set A and Set B are utilized in a same frequency range. This is especially beneficial when Set A and Set B are in an identical frequency range. However, it is difficult to use a subset of Set A considering different beamwidths in different frequency ranges.
[image: ]
Figure 1. Example of ‘Set B is a subset of Set A’ for BM-Case1
· Set A and Set B are different (Set B is NOT a subset of Set A)
· As discussed, utilizing different beams is not a general option for different FRs. However, it is difficult to apply Alt.1 considering different beamwidths in different frequency ranges. In addition, it should be noted that utilization of wide beam information from a low frequency range has great potential as a low frequency range is more reliable and utilization of wide beam requires much less time and frequency resources for beam management. In our view, association between different frequency ranges should be supported for both between FR1 and FR2-1 and between FR2-1 and FR2-2. 
[bookmark: _Hlk111143983]Observation 5: As using same beamwidth for all channels and signals is a general implementation within a frequency range, using a subset of Set A as Set B is a reasonable option if Set A and Set B are utilized in a same frequency range. 
Observation 6: It is difficult to use a subset of Set A considering different beamwidths for beam management between different frequency ranges.
Observation 7: Utilization of wide beam information from a low frequency range has great potential as a low frequency range is more reliable and utilization of wide beam requires much less time and frequency resources for beam management.
Proposal 3: Support ‘Set B is a subset of Set A’ when Set A and Set B are utilized in a same frequency range for both BM-Case1 and BM-Case2. 
Proposal 4: Support ‘Set A and Set B are different’ when Set A and Set B are utilized in different frequency ranges for both BM-Case1 and BM-Case2. 
Proposal 5: AI/ML based beam management based on association between different frequency ranges should supported for both between FR1 and FR2-1 and between FR2-1 and FR2-2.

AI/ML input 
In RAN1#109-e [2], the following alternatives were discussed for AI/ML input:
	Conclusion 
Regarding the sub use case BM-Case1, further study the following alternatives for AI/ML input:
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt.2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companions in the discussion:  Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beamwidth, etc.), expected Tx and/or Rx beam for the prediction (e.g., expected Tx and/or Rx angle, Tx and/or Rx beam ID for the prediction), UE position information, UE direction information, Tx beam usage information, UE orientation information, etc.
·  Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: CIR based on Set B
· Alt.4: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.
Conclusion 
Regarding the sub use case BM-Case2, further study the following alternatives of measurement results for AI/ML input (for each past measurement instance):
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt 2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companies in the discussion:, Tx and/or Rx beam angle, position information, UE direction information, positioning-related measurement (such as Multi-RTT), expected Tx and/or Rx beam/occasion for the prediction (e.g., expected Tx and/or Rx beam angle for the prediction, expected occasions of the prediction), Tx and/or Rx  beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight directions (azimuth and elevation), 3dB beamwidth, etc.) , increase ratio of L1-RSRP for best N beams, UE orientation information
· Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· [bookmark: _Hlk111145330]Alt.3: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
Note2: All the inputs are “nominal” and only for discussion purpose.



From our perspectives, ‘Only L1-RSRP measurement based on Set B’ is not clear enough as the alternative does not provide any beam related information. If ‘Only L1-RSRP measurement based on Set B’ means that L1-RSRP measurements are provided in a fixed order, in our view, the input is not ‘Only L1-RSRP measurement based on Set B’. Reporting L1-RSRP measurements in a fixed order is indicating L1-RSRP measurement with implicit beam related information. Having said that, companies supporting the alternative should provide more details for predicting L1-RSRP values without any beam information. On the other hand, ‘L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID’ can be a baseline option for studying AI/ML based beam management. By providing L1-RSRP measurements with Tx and Rx beam ID, AI/ML model can predict RSRP measurements with Tx and Rx beam IDs which are not provided. In addition, some additional assistance information can be considered as discussed in ‘L1-RSRP measurement based on Set B and assistance information’. For example, TRP IDs and/or panel IDs can be used for multi-TRP/panel operation. ‘CIR based on Set B’ can be considered as an alternative only for beam management based on FR1 information.
Observation 8: ‘Only L1-RSRP measurement based on Set B’ is not clear enough as the alternative does not provide any beam related information.
· If ‘Only L1-RSRP measurement based on Set B’ means that L1-RSRP measurements are provided in a fixed order, in our view, the input is not ‘Only L1-RSRP measurement based on Set B’.
· Reporting L1-RSRP measurements in a fixed order is indicating L1-RSRP measurement with implicit beam related information.
Proposal 6: Companies supporting L1-RSRP values without beam ID should provide more details.
Observation 9: ‘L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID’ can be a baseline option as AI/ML model can predict RSRP measurements with Tx and Rx beam IDs which are not provided.
Proposal 7: Support ‘L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID’ as a baseline.
Proposal 8: Additional information such as TRP IDs and Panels IDs should be considered.
Proposal 9: ‘CIR based on Set B’ can be considered as an alternative only for beam management based on FR1 information.

AI/ML output 
In RAN1#110 [3], the following alternatives were discussed for AI/ML output:
	Agreement
Regarding the sub use case BM-Case1 and BM-Case2, study the following alternatives for AI/ML output:
· Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.2: Tx and/or Rx Beam ID(s) of the N predicted DL Tx and/or Rx beams and other information
· [bookmark: _Hlk115252165]FFS: other information (e.g., probability for the beam to be the best beam, the associated confidence, beam application time/dwelling time, Predicted Beam failure) 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.3: Tx and/or Rx Beam angle(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams
· E.g., N predicted beams can be the top-N predicted beams
· FFS: details of Beam angle(s)
· FFS: how to select the N DL Tx and/or Rx beams (e.g., L1-RSRP higher than a threshold, a sum probability of being the best beams higher than a threshold, RSRP corresponding to the expected Tx and/or Rx beam direction(s))
· Note1: It is up to companies to provide other alternative(s) 
· Note2: Beam ID is only used for discussion purpose
· Note3: All the outputs are “nominal” and only for discussion purpose
· Note4: Values of N is up to each company. 
· Note5: All of the outputs in the above alternatives may vary based on whether the AI/ML model inference is at UE side or gNB side.
· Note 6: The Top-N beam IDs might have been derived via post-processing of the ML-model output



· Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams
· In our view, this alternative should be a baseline for AI/ML output. For example, AI/ML model can predict L1-RSRP values for all possible combinations of Tx beam and Rx beam and select best beam IDs based on the predicted L1-RSRP values. Another possible implementation would be that AI/ML model can directly estimate best combinations of Tx beam and Rx beam.
· Tx and/or Rx Beam ID(s) of the N predicted DL Tx and/or Rx beams and other information.
· In this alternative, other information can be additionally considered in addition to estimated best beams. For the other information, probability for the beam to be the best beam, associated confidence, beam application time/dwelling time and predicted beam failure were provided as examples. In our view, the probability of the best beam or the associated confidence could be different for each implementation. In that sense, supporting LOS/NLOS probability would be more appropriate solution for deciding feasibility of AI/ML based prediction for beam management. 
· Tx and/or Rx Beam angle(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams
· In this alternative, Tx/Rx beam angles were proposed as AI/ML output with the predicted L1-RSRP. However, it is not clear that how utilization of Tx/Rx beam angles is more beneficial than logical beam IDs. 

Proposal 10: Support ‘Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams’ as a baseline.
Proposal 11: ‘Tx and/or Rx Beam ID(s) of the N predicted DL Tx and/or Rx beams and other information’ can be considered with LOS probability.
Proposal 12: Benefits from utilization of TX/Rx beam angles should be clarified.

Model monitoring
In RAN1#110bis-e [4], the following alternatives were discussed for model monitoring:
	Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation

Agreement
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the NW-side model monitoring:
· NW monitors the performance metric(s) and makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
Agreement
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the potential specification impacts from the following aspects
·  Beam measurement and report for model monitoring
· Note: This may or may not have specification impact.



For the above alternatives, definition of monitoring is not clear. For example, the following two interpretation can be applied. 
· Interpretation 1: UE or gNB derives monitoring related metric(s)
· Interpretation 2: UE or gNB derives monitoring related metric(s) and reports the derived metrics to gNB or UE
For Alt1 and Alt2, Interpretation 1 could be applicable. However, Interpretation 2 or some other interpretation may be needed for Alt3 as the behavior between UE monitoring and NW decision is not clear. For example, UE reporting of the performance metric(s) is essential to deliver the information to the NW. 
Observation 10: Definition of ‘monitoring’ in the agreement for model monitoring is not clear enough.
Proposal 13: Clarify the details of ‘monitoring for each alternative including UE reporting of the performance metric(s) for Alt3.

In addition, the following aspects should be considered for AI/ML model monitoring:
· Common mechanism for multiple purposes
· AI/ML model monitoring is essential not only for beam management but also for CSI and other potential purposes. In that regard, defining a general AI/ML model monitoring framework which can be used and manage multiple purposes.
· Procedure for identifying need of AI/ML model recovery
· Procedures for identifying need of AI/ML model recovery should be considered. For example, RSs for monitoring and quality metrics for identifying the need of AI/ML model recovery can be used. 
· Procedure for UE request or gNB trigger on AI/ML model recovery
· When the need of AI/ML model recovery is identified, procedures to deliver the situation or trigger the recovery procedure should be considered. For example, UE request on the recovery procedure or reporting the measured metrics can be used. 
· Procedure for AI/ML model recovery
· In addition, procedures for recovery AI/ML models should be considered. For example, additional RS transmissions and procedures for selecting new AI/ML models can be used. 

Proposal 14: For AI/ML monitoring, consider a common mechanism for multiple purposes, procedures for identifying need of AI/ML model recovery, UE request/gNB trigger and AI/ML model recovery.
In RAN1#112 [6], the following the following alternatives were discussed for model monitoring:
	Agreement 
Regarding the performance metric(s) of AI/ML model monitoring for BM-Case1 and BM-Case2, study the following alternatives (including feasibility/necessity) with potential down-selection:
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
· Alt.3: Performance metric based on input/output data distribution of AI/ML 
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
· Other alternatives are not precluded
· Note: At least the performance and spec impact should be considered

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding NW-side performance monitoring, study the following aspects as a starting point including the study of necessity: 
· Configuration/Signaling from gNB to UE for measurement and/or reporting
· UE reporting to NW (e.g., for the calculation of performance metric) 
· Indication from NW for UE to do LCM operations 
· Other aspect(s) is not precluded
· Note1: At least the performance and reporting overhead of model monitoring mechanism should be considered

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, regarding UE-side performance monitoring, study the following aspects as a starting point including the study of necessity and feasibility: 
· Indication/request/report from UE to gNB for performance monitoring 
· Note: The indication/request/report may be not needed in some case(s)
· Configuration/Signaling from gNB to UE for performance monitoring
Other aspect(s) is not precluded




In RAN1#112b-e [7], the following the following alternatives were discussed for model monitoring:
	Agreement
For AI/ML performance monitoring for BM-Case1 and BM-Case2, study potential specification impact of at least the following alternatives as the benchmark/reference (if applicable) for performance comparison:
        Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams from Set A)
o   FFS: gNB configures one or multiple sets for one or multiple benchmarks/references
        Alt.4: Measurements of the predicted best beam(s) corresponding to model output (e.g., Comparison between actual L1-RSRP and predicted RSRP of predicted Top-1/K Beams)
        FFS:
[bookmark: _Hlk134788425]o   Alt.3: The beam corresponding to some or all the indicated/activated TCI state(s)   
        Other alternative is not precluded. 



For the choice of performance metrics, all the listed KPIs are reasonable metrics for evaluating AI/ML model performance. However, supporting only one down selected KPI may not be enough. While Alt.1 can be generally used to identifying prediction qualities by comparing predicted best beams and actual best beams, but Alt.1 does not provide any information on how the quality is different. For example, if qualities of the predicted beam and the actual best beam are not significantly different. The predicted beam can provide similar performance with the actual best beam. On the other hand, while Alt.4 may indicate detailed information on how the quality is different between the predicted beam and the actual beam, Alt.4 may not be applicable in some AI/ML models. However, if the UE is applicable, utilizing both Alt.1 and Alt.4 based on channel conditions and other potential scenarios will be beneficial. For example, if the quality of the best beam is significantly better than other beams, Alt.1 can be solely used. On the other hand, if the qualities of adjacent beams are similar and monitoring of AI/ML model by using Alt.1 is not enough, hybrid operation of Alt.1 and Alt.4 can be beneficial. 

Observation 11: Supporting only one KPI for AI/ML model monitoring may not work in some potential scenarios.
· E.g., best predicted beam based monitoring (Alt.1) may not work if qualities of adjacent beams are similar. 
Observation 12: Supporting multiple KPIs can be beneficial as each KPI has different functionalities.
Proposal 15: Support both Alt.1 and Alt.4 for AI/ML model monitoring and consider applying different KPIs considering implementation scenarios.
· Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams from Set A)
· Alt.4: Measurements of the predicted best beam(s) corresponding to model output (e.g., Comparison between actual L1-RSRP and predicted RSRP of predicted Top-1/K Beams)

As depicted in the above, two aspects such as indication/request/report from UE to gNB and configuration signaling from gNB to UE were agreed for further study of UE-side performance monitoring.
For each aspect, the following procedures should be considered:
· Configuration/signaling from gNB to UE for performance monitoring
· Monitoring RS and/or channel
· Monitoring RSs and/or channels is essential for UE-side monitoring. As gNB controls general configurations of RS and corresponding channels, it is preferred to have a configuration of monitoring RS or channels. In that regard, which types of monitoring RSs and/or channels should be used for UE side monitoring should be further discussed. 
· Evaluation methodology for monitoring
· Configuration of evaluation methodology from gNB should be considered. For example, the gNB can configure how UE can identify current AI/ML model status. 
· Confirmation on UE request/trigger
· When UE requested AI/ML model recovery from monitoring results, a confirmation signaling can be considered as gNB potentially fails to detect UE’s trigger (e.g., due to limited transmission power and limitation from UE hardware).  
· Indication/request/report from UE to gNB
· Reporting UE monitoring result
· Although AI/ML model is currently reliable, periodic/semi-persistent/aperiodic report on UE monitoring result can be beneficial for gNB. For example, there can be a need for changing AI/ML model before UE’s decision considering other UEs and cells. In addition, gNB can control AI/ML model by utilizing monitoring results from multiple UEs which are experiencing similar channel environment.  
· Trigger of an AI/ML model recovery procedure
· Based on the monitoring result, UE should be able to trigger an AI/ML model recovery procedure. For the trigger, conditions and procedures to trigger the model recovery should be further discussed. 

Proposal 16: For configuration/signaling from gNB to UE, consider configuration of monitoring RS/channel, evaluation methodology for monitoring and confirmation on UE request/trigger.
Proposal 17: For indication/request/report from UE to gNB, consider reporting UE monitoring result and trigger of a model recovery procedure.

To accurately measure performance metrics, the best method is evaluating the performance based on actual transmission of PDSCH. For example, by measuring DMRS of transmitted PDSCHs, the UE compare the predicted quality and the actual quality as DMRS occupies more resources than CSI-RS. Given the situation, monitoring method based on Alt.3 should be based on the indicated TCI state(s).
Proposal 18: Support “Alt.3: The beam corresponding to some or all the indicated/activated TCI state(s)” with the indicated TCI state(s) not the activated TCI state(s). 

Data Collection, reporting and corresponding specification impacts
UE-side AI/ML model
In RAN1#111 [5], the following agreement was made for data collection and reporting:
	Agreement
Regarding the data collection for AI/ML model training at UE side, study the potential specification impact considering the following additional aspects.
· Whether and how to initiate data collection 
· Configurations, e.g., configuration related to set A and/or Set B, information on association/mapping of Set A and Set B
· Assistance information from Network to UE (If supported)
· Other aspect(s) is not precluded



In RAN1#112 [6], the following agreements were made for data collection and reporting:
	Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the necessity, feasibility and the potential specification impact (if needed) of the following information reported from UE to network: 
· Predicted L1-RSRP(s) corresponding to the DL Tx beam(s) or beam pair(s)
· Whether/how to differentiate predicted L1-RSRP and measured L1-RSRP
· Confidence/probability information related to the output of AI/ML model inference (e.g., predicted beams)
· FFS: Definition/content of confidence/probability information
· Note: At least the performance and spec impact should be considered

Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study potential specification impact of AI model inference from the following additional aspects on top of previous agreements: 
· Indication of the associated Set A from network to UE, e.g., association/mapping of beams within Set A and beams within Set B if applicable
· Beam indication from network for UE reception
· Note: The second bullet may or may not have additional specification impact (e.g., legacy mechanism may be reused).



In RAN1#112b-e [7], the following agreements were made for data collection and reporting:
	Agreement
Regarding the data collection at UE side for UE-side AI/ML model, study the potential specification impact of UE reporting to network from the following aspect
· Supported/preferred configurations of DL RS transmission 
· Other aspect(s) is not precluded

Agreement
Regarding the data collection at UE side for UE-side AI/ML model, study the potential specification impact (if any) to initiate/trigger data collection from RAN1 point of view by considering the following options as a starting point 
· Option 1: data collection initiated/triggered by configuration from NW 
· Option 2: request from UE for data collection 
· FFS: details



For a UE-side AI/ML model, required specification impact can be minimized as UE determines best beams based by using the UE-side AI/ML model. For example, beam(s) that is based on the output of AI/ML model inference was agreed as a potential specification support. For BM-Case 1, the current beam reporting with CRIs/SSBRIs and corresponding L1-RSRP values is enough to indicate the best beam(s) from AI/ML model inference. For BM-Case 2, time domain characteristics of beam measurements are essential. Especially, such time domain information will be crucial for certain predictable scenarios such as highway or HST. Information about the time stamp for the reported CRIs/SSBRIs can be further considered. 
Observation 13: For BM-Case 1 with a UE-side AI/ML model, the current beam reporting with CRIs/SSBRIs and corresponding L1-RSRP values is enough to indicate the best beam(s) from AI/ML model inference. 
Observation 14: For BM-Case 2 with a UE-side AI/ML model, information about the time stamp for the reported CRIs/SSBRIs can be further considered. 
Proposal 19: For a UE-side AI/ML model, consider information about the time stamp for potential specification impact.

Confidence/probability information related to the output of AI/ML model should be reported per an output instance basis regardless of the number of outputs of the AI/ML model. In other words, reporting confidence/probability information per predicted beam is unnecessary since in general, the confidence/probability information for each predicted beam for one output instance is convergent with the combined/average prediction accuracy of the AI/ML model for that output instance.
Indicating mapping/association between beams of Set A and Set B may be complicated without at least one occasion of beam sweep of Set A beams by the gNB. Given a beam sweep of Set A beams by the gNB, the association between Set A and Set B can be indicated using legacy mechanism(s) e.g., using QCL framework to indicate mapping/association between beams of Set A and Set B.
Observation 15: Reporting confidence/probability information per predicted beam can cause unnecessary reporting overhead.
Proposal 20: Consider reporting confidence/probability information related to the output of AI/ML model per an output instance. 
Proposal 21: Consider using legacy procedures to indicate the mapping between Set A and Set B to the UE.

Regarding data collection at UE-side for a UE-sided AI/ML model, the procedure should either be initiated via a UE request or the NW’s data collection trigger should be based on an indication from the UE (e.g., indication of outdated dataset and/or AI/ML performance loss). Data collection triggered solely by the NW without any input from the UE will either cause unnecessary RS overhead for the NW and measurement overhead for the UE (when the procedure is triggered early) or prediction performance loss due to outdated dataset (when the procedure is triggered late).
Proposal 22: Data collection initiation/trigger at the UE side for a UE-sided model should be based on some input from the UE.

When the UE request data collection including RS transmission, gNB may not detect the request due to channel condition, blockage and etc. As UL transmission is more fragile than DL transmission, the gNB may miss the UE request and may not have common understanding on the RS transmission with the UE. In this case, there are some potential issues. Firstly, the UE may measure PDSCH transmission instead of the RS transmission and the measurement potentially may lead to beam information contamination due to the incorrect information. Secondly, the UE may transmit unexpected report due to the measurement request and the unexpected report may collide with other potential UL transmissions. Lastly, PDSCH transmission within a slot for the requested RS transmission to support UE data collection will not be successfully transmitted due to the misunderstanding of rate matching. Having said that, gNB confirmation procedure for the UE request should be supported. 
Proposal 23: For UE request of data collection in a UE sided AI/ML model, support gNB confirmation procedure to avoid misunderstanding between UE and gNB.

0. NW-side AI/ML model:
In RAN1#111 [5], the following agreements were made for data collection and reporting:
	Agreement
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study potential specification impact on the following L1 reporting enhancement for AI/ML model inference
· UE to report the measurement results of more than 4 beams in one reporting instance
· Other L1 reporting enhancements can be considered

Agreement
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the necessity and the potential specification impacts from the following aspects:
· UE reporting of beam measurement(s) based on a set of beams indicated by gNB 
· Signaling, e.g., RRC-based, L1-based
· Note: Performance and UE complexity, power consumption should be considered



In addition, the following agreements were made for data collection and reporting in RAN1#112b-e [7]:
	Agreement
Regarding data collection for NW-side AI/ML model, study the following options (including the combination of options) for the contents of collected data, 
· Opt.1: M1 L1-RSRPs (corresponding to M1 beams) with the indication of beams (beam pairs) based on the measurement corresponding to a beam set, where M1 can be larger than 4, if applicable
· FFS: the range of M1
· Opt.2: M2 L1-RSRPs (corresponding to M2 beams) based on the measurement corresponding to a beam set, where M2 can be larger than 4, if applicable
· FFS: the range of M2
· Opt.3: M3 beam (beam pair) indices based on the measurement corresponding to a beam set, where M3 can be larger than 4, if applicable
· FFS: the range of M3
· FFS: How to select the M1/M2/M3 beam(s) or beam pair(s)
· Note: Overhead, UE complexity and power consumption should be considered for the above options


Agreement
Regarding data collection for NW-side AI/ML model, study necessity, benefits and beam-management-specific potential specification impact from RAN1 point of view on the following additional aspects 
· Mechanism related to the reporting
· Additional information for content of the reporting
· FFS:  Information associated with or configured for the reported data samples, e.g., timestamps, SNR, data quality, etc.
· Reporting overhead reduction
· Note1: non-3GPP based solution is a separate issue. 
· Note2: The framework corresponding to higher layer(s) are up to the associated WG(s)
· Note 3: Overhead, UE complexity and power consumption should be considered



For a gNB-side AI/ML model, extension of the current UE reporting should be considered for both BM-Case1 and BM-Case2. As the current NR specification, which supports UE reporting with up to 4 best CRIs/SSBRIs with L1-RSRP or L1-SINR, can be very limited for training AI/ML model and predicting spatial/temporal beam information. As agreed, reporting more than 4 beams in one reporting instance can be considered and a starting point should be increasing maximum number of CRIs/SSBRIs more than 4 (e.g., 8). 
Observation 16: The current NR specification supporting UE reporting with up to 4 best CRIs/SSBRIs with L1-RSRP or L1-SINR can be very limited for a network-side AI/ML model. 
Proposal 24: Consider increasing number of CRIs/SSBRIs (e.g., 8 CRIs/SSBRIs).

Regarding data collection for NW-side AI/ML model, both Option 1 and Option 2 may be applicable depending on the type of Set B beam pattern and/or AI/ML model. For example, data collection through Option 1 may be necessary when a variable pattern Set B is being used for training/inference and the required input of the AI/ML model is both L1-RSRPs and corresponding beam IDs. For a fixed pattern Set B, data collection through Option 2 may reduce overhead over Option 1 if beam (or beam pair) IDs of the fixed Set B are known to the UE or if AI/ML model does not require beam IDs as input. Lastly, the usefulness of indicating beam/beam pairs without corresponding beam quality measurements (i.e., Option 3) is unclear.
Proposal 25: Support both Option 1 and Option 2 for a NW side AI/ML model where the selection between Option 1 and Option 2 could be based on types of Set B and/or AI/ML model inputs.
· Option 1: M1 L1-RSRPs (corresponding to M1 beams) with the indication of beams (beam pairs) based on the measurement corresponding to a beam set, where M1 can be larger than 4, if applicable
· Option 2: M2 L1-RSRPs (corresponding to M2 beams) based on the measurement corresponding to a beam set, where M2 can be larger than 4, if applicable

[bookmark: _Hlk134795617]According to the evaluation results provided in [8], the minimum Set B size that results in Top-1 prediction accuracy of ≈ 70% is 12.5% of the size of Set A, when both beam IDs and L1-RSRPs are used as model input. The prediction accuracy saturates when the Set B size is 50% of the size of Set A. Therefore, the range of M1 should at least be 12.5% to 50% of the size of Set A. Note that, the prediction accuracy degrades when beam IDs are not used as AI/ML model input. To mitigate performance loss, a higher number of L1-RSRPs are needed for AI/ML model input. Therefore, the range of M2 should be equal (when beam IDs are already known to the gNB e.g., with fixed Set B) or greater than M1.
Proposal 26: Support a range of M1 to be 12.5% to 50% of the size of Set A as a baseline. The range of M2 should be equal to or greater than M1.

In the current specification, the automatic network relation (ANR) procedure, using UEs connected to a cell, manages Neighbour Cell Relation Table (NCRT) which facilitate handover procedures and exchange of information between cells.
For AI/ML based beam management, an enhancement of ANR procedure can be considered to allow exchange of AI/ML information. For example, each cell may utilize different types of Set B considering implementation scenario of each cell. In this case, indicating supported types of Set B may be beneficial for improving seamless operation of UE in multiple cells. 
Proposal 27: Enhancement of ANR procedure to exchange AIML-related information between multiple cells should be studied.

Other potential specification impacts.

Association between beams with different beam widths
Although wide beamwidth for SSB and narrow beamwidth for CSI-RS were considered for the initial design of NR from Rel-15, association between beams with different beam widths was not considered in efficient ways. For AI/ML based beam prediction, such association could be utilized to achieve better prediction accuracy. For example, robust estimation/identification of whole spatial characteristics could be done by utilizing wide beams and accurate beam identification could be done based on the acquired wide beam information by utilizing narrow beams. 
Observation 17: The current NR specification does not consider association between beams with different beam widths.
Observation 18: Utilizing association between beams with different beam widths can provide benefits for prediction accuracy e.g., robust estimation/identification of whole spatial characteristics with wide beams and accurate beam identification with narrow beams.
Proposal 28: Study benefits of specification enhancements on association between beams with different beam widths.
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Figure 2. Example of association between beams with different beam widths

Handling of UE Rx beams 
In RAN1#110 [3], the following agreement on for beam prediction was made:
	Agreement 
For the sub use case BM-Case1 and BM-Case2, further study the following alternatives for the predicted beams:
· Alt.1: DL Tx beam prediction
· Alt.2: DL Rx beam prediction
· Alt.3: Beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam)
· Note1: DL Rx beam prediction may or may not have spec impact



In RAN1#112 [6], the following conclusion on beam prediction was made:
	Conclusion
For the sub use case BM-Case1 and BM-Case2, “Alt.2: DL Rx beam prediction” is deprioritized.



For Rel-15 beam management, actual mapping between DL Tx beam and UE Rx beam is totally based on UE implementation and there’s no way to identify actual UE beam information for a DL Tx beam by gNB. The implementation-based UE Rx beam selection works for Rel-15 as the gNB needs to know only a beam index for actual transmission. However, for AI/ML based beam prediction, UE Rx beam information such as beam identity and beam direction is crucial to accurately predict beam qualities. The UE Rx beam information could be for supporting DL Tx beam prediction (Alt. 1) and Beam pair prediction (Alt. 3).

Observation 19: For Rel-15 beam management, actual mapping between DL Tx beam and UE Rx beam is totally based on UE implementation.
Observation 20: The implementation-based UE Rx beam selection works for Rel-15, however, UE Rx beam information is crucial to accurately predict beam qualities for AI/ML based beam prediction.  
Proposal 29: Study benefits of specification enhancements on acquiring UE Rx beam information for DL Tx beam prediction (Alt. 1) and beam pair prediction (Alt. 3).

Support of online/offline training
In RAN1#111, the following was proposed by the moderator:
	Proposal 2.2: For the sub use case BM-Case1 and BM-Case2, 
· study the potential spec impact of AI/ML offline training
· For network-side model, study and identify (if any) the spec impact of AI/ML online training different from offline training
· Note: Support/de-prioritization of online training is discussed in Agenda item 9.2.1



Procedure for training of AI/ML models is essential to apply AI/ML based prediction in NR. However, investigating both offline training and online training is not achievable considering the limited timeline for AI/ML study. While online training requires more complicated procedures for triggering online training, identifying AI/ML models for training and delivering training data sets in (near) real-time, offline training requires relatively simpler procedures as offline training is done by using already collected data sets. In that regard, prioritizing offline training would be beneficial given the limited timeline for AI/ML study.  

Observation 21: Investigating both offline training and online training in Rel-18 is not achievable given the limited timeline for AI/ML study.
Observation 22: While online training requires more complicated procedures to support training in (near) real-time, offline training requires relatively simpler procedures as offline training is done by using already collected data sets.
Proposal 30: Prioritize offline training for the sub use case BM-Case 1 and BM-Case 2.
Summary
In this contribution, we discuss potential issues and associated standard impacts to support AI/ML for beam management. From the discussions, we made the following observations and proposals: 
Observation 1: The agreements made in RAN1#109 and RAN1#110bis-e do not preclude the case that beams in Set A and Set B in different frequency ranges.
Observation 2: Supporting Set A and Set B in different frequency ranges is beneficial considering different beamwidths especially when multiple cells in different Frequency Ranges are implemented toward to an identical direction.
Observation 3: AI/ML inference/training at NW side (Alt.1) could be a good implementation option as UE implementation is generally limited due to computational power and battery consumption than gNB implementation. However, AI/ML inference/training generally requires more detailed explicit information which leads significant reporting overhead.
Observation 4: AI/ML inference/training at UE side (Alt.2) can be limited due to limited computational power and battery consumption at UE implementation, however, UE can easily utilize more information that the UE acquired by measuring SSB/CSI-RS without consuming any reporting overhead.
Observation 5: As using same beamwidth for all channels and signals is a general implementation within a frequency range, using a subset of Set A as Set B is a reasonable option if Set A and Set B are utilized in a same frequency range. 
Observation 6: It is difficult to use a subset of Set A considering different beamwidths for beam management between different frequency ranges.
Observation 7: Utilization of wide beam information from a low frequency range has great potential as a low frequency range is more reliable and utilization of wide beam requires much less time and frequency resources for beam management.
Observation 8: ‘Only L1-RSRP measurement based on Set B’ is not clear enough as the alternative does not provide any beam related information.
· If ‘Only L1-RSRP measurement based on Set B’ means that L1-RSRP measurements are provided in a fixed order, in our view, the input is not ‘Only L1-RSRP measurement based on Set B’.
· Reporting L1-RSRP measurements in a fixed order is indicating L1-RSRP measurement with implicit beam related information.
Observation 9: ‘L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID’ can be a baseline option as AI/ML model can predict RSRP measurements with Tx and Rx beam IDs which are not provided.
Observation 10: Definition of ‘monitoring’ in the agreement for model monitoring is not clear enough.
Observation 11: Supporting only one KPI for AI/ML model monitoring may not work in some potential scenarios.
· E.g., best predicted beam based monitoring (Alt.1) may not work if qualities of adjacent beams are similar. 
Observation 12: Supporting multiple KPIs can be beneficial as each KPI has different functionalities.
Observation 13: For BM-Case 1 with a UE-side AI/ML model, the current beam reporting with CRIs/SSBRIs and corresponding L1-RSRP values is enough to indicate the best beam(s) from AI/ML model inference. 
Observation 14: For BM-Case 2 with a UE-side AI/ML model, information about the time stamp for the reported CRIs/SSBRIs can be further considered.
Observation 15: Reporting confidence/probability information per predicted beam can cause unnecessary reporting overhead.
Observation 16: The current NR specification supporting UE reporting with up to 4 best CRIs/SSBRIs with L1-RSRP or L1-SINR can be very limited for a network-side AI/ML model. 
Observation 17: The current NR specification does not consider association between beams with different beam widths.
Observation 18: Utilizing association between beams with different beam widths can provide benefits for prediction accuracy e.g., robust estimation/identification of whole spatial characteristics with wide beams and accurate beam identification with narrow beams.
Observation 19: For Rel-15 beam management, actual mapping between DL Tx beam and UE Rx beam is totally based on UE implementation.
Observation 20: The implementation-based UE Rx beam selection works for Rel-15, however, UE Rx beam information is crucial to accurately predict beam qualities for AI/ML based beam prediction.  
Observation 21: Investigating both offline training and online training in Rel-18 is not achievable given the limited timeline for AI/ML study.
Observation 22: While online training requires more complicated procedures to support training in (near) real-time, offline training requires relatively simpler procedures as offline training is done by using already collected data sets. 

Proposal 1: BM-Case 1 and BM-Case 2 with Set A and Set B in different frequency ranges are supported as well as in a same frequency range.
Proposal 2: Support both AI/ML inference/training at NW side (Alt.1) and UE side (Alt.2) for both BM-Case1 and BM-Case2.
Proposal 3: Support ‘Set B is a subset of Set A’ when Set A and Set B are utilized in a same frequency range for both BM-Case1 and BM-Case2. 
Proposal 4: Support ‘Set A and Set B are different’ when Set A and Set B are utilized in different frequency ranges for both BM-Case1 and BM-Case2. 
Proposal 5: AI/ML based beam management based on association between different frequency ranges should supported for both between FR1 and FR2-1 and between FR2-1 and FR2-2.
Proposal 6: Companies supporting L1-RSRP values without beam ID should provide more details.
Proposal 7: Support ‘L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID’ as a baseline.
Proposal 8: Additional information such as TRP IDs and Panels IDs should be considered.
Proposal 9: ‘CIR based on Set B’ can be considered as an alternative only for beam management based on FR1 information.
Proposal 10: Support ‘Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams’ as a baseline.
Proposal 11: ‘Tx and/or Rx Beam ID(s) of the N predicted DL Tx and/or Rx beams and other information’ can be considered with LOS probability.
Proposal 12: Benefits from utilization of TX/Rx beam angles should be clarified.
Proposal 13: Clarify the details of ‘monitoring for each alternative including UE reporting of the performance metric(s) for Alt3.
Proposal 14: For AI/ML monitoring, consider common mechanism for multiple purposes, procedures for identifying need of AI/ML model recovery, UE request/gNB trigger and AI/ML model recovery.
Proposal 15: Support both Alt.1 and Alt.4 for AI/ML model monitoring and consider applying different KPIs considering implementation scenarios.
· Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams from Set A)
· Alt.4: Measurements of the predicted best beam(s) corresponding to model output (e.g., Comparison between actual L1-RSRP and predicted RSRP of predicted Top-1/K Beams)
Proposal 16: For configuration/signaling from gNB to UE, consider configuration of monitoring RS/channel, evaluation methodology for monitoring and confirmation on UE request/trigger.
Proposal 17: For indication/request/report from UE to gNB, consider reporting UE monitoring result and trigger of a model recovery procedure.
Proposal 18: Support “Alt.3: The beam corresponding to some or all the indicated/activated TCI state(s)” with the indicated TCI state(s) not the activated TCI state(s). 
Proposal 19: For a UE-side AI/ML model, consider information about the time stamp for potential specification impact.
Proposal 20: Consider reporting confidence/probability information related to the output of AI/ML model per an output instance. 
Proposal 21: Consider using legacy procedures to indicate the mapping between Set A and Set B to the UE.
Proposal 22: Data collection initiation/trigger at the UE side for a UE-sided model should be based on some input from the UE.
Proposal 23: For UE request of data collection in a UE sided AI/ML model, support gNB confirmation procedure to avoid misunderstanding between UE and gNB.
Proposal 24: Consider increasing number of CRIs/SSBRIs (e.g., 8 CRIs/SSBRIs).
Proposal 25: Support both Option 1 and Option 2 for a NW side AI/ML model where the selection between Option 1 and Option 2 could be based on types of Set B and/or AI/ML model inputs.
· Option 1: M1 L1-RSRPs (corresponding to M1 beams) with the indication of beams (beam pairs) based on the measurement corresponding to a beam set, where M1 can be larger than 4, if applicable
· Option 2: M2 L1-RSRPs (corresponding to M2 beams) based on the measurement corresponding to a beam set, where M2 can be larger than 4, if applicable
Proposal 26: Support a range of M1 to be 12.5% to 50% of the size of Set A as a baseline. The range of M2 should be equal to or greater than M1.
Proposal 27: Enhancement of ANR procedure to exchange AIML-related information between multiple cells should be studied.
Proposal 28: Study benefits of specification enhancements on association between beams with different beam widths.
Proposal 29: Study benefits of specification enhancements on acquiring UE Rx beam information for DL Tx beam prediction (Alt. 1) and beam pair prediction (Alt. 3).
Proposal 30: Prioritize offline training for the sub use case BM-Case 1 and BM-Case 2.
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