3GPP TSG-RAN WG1 Meeting #113	 					     R1-2304418
Incheon, Korea, May 22-26, 2023

Source:	Continental Automotive
Title:                       Discussion on general aspects of AI/ML framework
Agenda Item:         9.2.1	
Document for:	Discussion and Decision
1 Introduction
In RAN #94e meeting, a new study item on Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved [1]. Throughout the follow-up meetings, quite a number of agreements were made within the objective scope that includes framework investigation, assessment of potential specification impact and evaluation of performance benefits for the agreed use cases. 
[bookmark: _Hlk134626879]In this contribution, we further discuss a few open issues related to the previous agreements/conclusions/FFS on general aspects of AI/ML framework by providing our view on them.
2 Discussion
1 
2 
Model identification
In RAN1 #112bis-e meeting [2], there was some discussion about introducing “(temporary) index” to be used for various LCM signaling purposes such as activation/deactivation/selection/switching. Allocating an index would be beneficial to represent different combinations of models (e.g., model IDs) that are assigned to NW and UE so that the index can be used for scenarios that the available/specific model IDs on both sides need to be signaled in one-/two-sided models for LCM.
Proposal 1: The index is allocated between NW and UE so that it can be used to represent different combinations of the assigned models (e.g., model IDs) for LCM signaling purposes.
Proposal 2: The index is also used to indicate the paired models.
[bookmark: _Hlk134633018]Data collection
In RAN1 #110bis-e meeting [3], there was conclusion that 
[bookmark: _Hlk134363975]Conclusion
Data collection may be performed for different purposes in LCM, e.g., model training, model inference, model monitoring, model selection, model update, etc. each may be done with different requirements and potential specification impact.
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined). 

Also in RAN1 #110 [4], it was agreed that the overhead of data collection is included in initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML. Depending on the purpose of data collection in LCM, the reduction of overhead of data collection is quite significant while larger size of data collection is generally beneficial for model performance improvement. To compromise these two aspects, data quality can be considered to selectively collect/send subset of the overall collected data after data quality measurement processing so that overhead of data collection can be lowered.
Proposal 3: Data subsetting is used to split the complete dataset collection for selective data transfer based on data quality measurement.
Proposal 4: Mapping relationship between data collection and assistance information is used to further reduce signaling overhead related to data collection of each LCM phases.
Model monitoring
In RAN1 #112bis-e meeting [2], there was some discussion about evaluating the applicability of inactive AI/ML models/functionalities. In our view, it is observed that use of inactive model(s) would be beneficial for different LCM phases such as model monitoring, model switching and model selection, etc. For example, when there is a list of inactive models under model monitoring, activating one of inactive models would reduce latency to switch models. On the other hand, the potential disadvantage of using inactive models might need to be further investigated to minimize any impact on additional signaling overhead/device resource consumption/etc. In this aspect, it is also important to consider how to identify candidate inactive model(s) since the pre-configured candidate list of inactive models (e.g., inactive model profile) can help based on a rule-based selection. As data drift (e.g., changing data distribution) can be one of key parameters for model failure, the relationship between candidate inactive models and the pre-configured parameters (e.g., data drift) can be further studied as a guide of inactive model selection.
Proposal 5: To identify candidate inactive models need to be further studied in terms of improving model switching performance and minimizing any potential impact (e.g., signaling overhead).
Proposal 6: The relationship between candidate inactive models and the pre-configured parameters (e.g., data drift) can be further studied as a guide of inactive model selection.
Model transfer
In RAN1 #109-e/#112 meeting [5][6], there were agreements about model transfer in terms of working assumption, NW-UE collaboration level, and format/location-based cases. In NW-UE collaboration level perspective, model transfer is required for Level-Z and it is generally perceived that signaling overhead is one of key challenges for model transfer although the degree of impact can vary depending on model transfer cases (e.g., with full-/partial-model in different LCM phases, transfer locations). In the aspect of signaling overhead, it would be beneficial to consider quasi-based similarity criteria for model properties and/or data characteristics so that any unnecessary part of model transfer content can be avoided if quasi-based similar information about model/data is acquired. For example, if any quasi-based similar information is identified between NW and UE, the indication about this might be able to reduce the overhead of full transfer. This approach could be also helpful for scenarios such as multi-USIM based model operation, multi-UE federated model communication, multi-model transfer applications, etc.).
Proposal 7: Quasi-based similarity information for model/data properties is used to improve the overhead size of model transfer in various scenarios for NW-UE collaboration and format/location-based cases.
Proposal 8: Relationship of quasi-based similarity between model/data properties need to be further studied for different LCM phases (model training/inferencing/monitoring, etc.).
Model switching
In RAN1 #110bis-e meeting [3], it was agreed that
Agreement
Study the specification impact to support multiple AI models for the same functionality, at least including the following aspects:
Procedure and assistance signaling for the AI model switching and/or selection.
FFS: Model selection refers to the selection of an AI/ML model among models for the same functionality. (Exact terminology to be discussed/defined). 

For model switching, it is very important to minimize any delay and apply the relevant model to dynamic changes of applicable conditions. It then implies that UE-autonomous decision of model selection/switching might be highly efficient when network-based decision could be mismatched with applicable models based on UE reporting. In this aspect, it would be beneficial to consider the pre-determined list of models (e.g., sub-models for the same functionality) that can be dynamically applied for UE if those models are configured with applicable condition specific thresholds for triggering purpose of model switching.
Proposal 9: The pre-determined list of models are used to switch models based on the configured triggering information about activating alternative models for model switching.
3 Conclusions
In this contribution, we discussed a few open issues related to the previous agreements/conclusions/FFS on general aspects of AI/ML framework. Additionally, we ask RAN1 to discuss the following proposals: 
Proposal 1: The index is allocated between NW and UE so that it can be used to represent different combinations of the assigned models (e.g., model IDs) for LCM signaling purposes.
Proposal 2: The index is also used to indicate the paired models.
Proposal 3: Data subsetting is used to split the complete dataset collection for selective data transfer based on data quality measurement.
Proposal 4: Mapping relationship between data collection and assistance information is used to further reduce signaling overhead related to data collection of each LCM phases.
Proposal 5: To identify candidate inactive models need to be further studied in terms of improving model switching performance and minimizing any potential impact (e.g., signaling overhead).
Proposal 6: The relationship between candidate inactive models and the pre-configured parameters (e.g., data drift) can be further studied as a guide of inactive model selection.
Proposal 7: Quasi-based similarity information for model/data properties is used to improve the overhead size of model transfer in various scenarios for NW-UE collaboration and format/location-based cases.
Proposal 8: Relationship of quasi-based similarity between model/data properties need to be further studied for different LCM phases (model training/inferencing/monitoring, etc.).
Proposal 9: The pre-determined list of models are used to switch models based on the configured triggering information about activating alternative models for model switching.
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