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1. Introduction
The scope given in the Rel-18 NR Evolved MIMO WID pertaining to CSI enhancement is as follows:
	1. Study, and if justified, specify CSI reporting enhancement for high/medium UE velocities by exploiting time-domain correlation/Doppler-domain information to assist DL precoding, targeting FR1, as follows:
· Rel-16/17 Type-II codebook refinement, without modification to the spatial and frequency domain basis
· UE reporting of time-domain channel properties measured via CSI-RS for tracking
4. Study, and if justified, specify enhancements of CSI acquisition for Coherent-JT targeting FR1 and up to 4 TRPs, assuming ideal backhaul and synchronization as well as the same number of antenna ports across TRPs, as follows:
a. Rel-16/17 Type-II codebook refinement for CJT mTRP targeting FDD and its associated CSI reporting, taking into account throughput-overhead trade-off



2. Summary of companies’ views 

Proposals for online endorsement:

[bookmark: _GoBack]
	Conclusion 1.C.1: On the Type-II codebook refinement for CJT mTRP, regarding the codebook parameter , there is no consensus in supporting the additional value of 1.


	Proposal 1.C.2: On the Type-II codebook refinement for CJT mTRP, regarding the codebook parameter pv, support the additional value of pv=1/2 for v=1,2,3,4 with the following condition:
· Only to be used in combination with other parameter value(s) to limit the increase in PMI overhead comparable to the maximum overhead of the legacy Rel-16/17 Type-II codebooks (exact parameter combination(s) FFS)
	Yes: ZTE, Samsung, CMCC, MediaTek, Xiaomi, Lenovo, DOCOMO, OPPO, Huawei/HiSi

Concern (no): 


	Proposal 1.E: On the Type-II codebook refinement for CJT mTRP, regarding the bitmap(s) for indicating the locations of NZCs, reuse the legacy design. This implies that the size of the bitmap for selected CSI-RS resource n (Bn) is,  
· FFS: additional mechanism to reduce bitmap overhead for larger N values, e.g. including via Parameter Combination 

FL Note: This issue has been discussed in the last meeting and needs conclusion.

	Support/fine: Huawei/HiSi, Spreadtrum, Xiaomi, Intel, Fraunhofer IIS/HHI, CMCC, Apple, DOCOMO, Samsung, Nokia/NSB, MediaTek, Google, Ericsson, LG, AT&T, OPPO, Qualcomm, ZTE, NEC, CATT, Sony, Lenovo, Spreadtrum

Not support: vivo


	Proposal 1.G: On the W2 coefficient quantization scheme for the Type-II codebook refinement for CJT mTRP, for N=3 and N=4, just as N=2, reuse the following components of the legacy Rel-16/17 per-coefficient quantization scheme: 
· Alphabets for amplitude and phase
· Quantization of phase and quantization of differential amplitude relative to a reference, reference amplitude (with SCI determining the location of one reference amplitude), where the reference is defined for each layer and each “group” of coefficients 

FL Note: Since the discussion of alphabets for amplitude and phase was quite hefty and tedious in Rel-16, any departure of full reuse merely for optimizing N=3 and 4 (thereby also departing from N=2) requires extremely compelling benefit – especially since N is now reported hence dynamically changed. Since RAN1#110-e, there has been no evidence that it can reduce overhead without significant penalty in UPT. In addition, other overhead reduction mechanism based on parameter values has been agreed and made available.  
  
	Support/fine: Apple, DOCOMO, ZTE, Samsung, Spreadtrum, CMCC, vivo, MediaTek, AT&T, Intel, OPPO, Nokia/NSB, CATT, Google, Sony

Not support: Lenovo (defer until 1.B.1), Xiaomi (after 1.B.1),  

	Proposal 2.B.3: For the Rel-18 Type-II codebook refinement for high/medium velocities, regarding the time instance and/or PMI(s) in which a CQI is associated with, given the CSI reporting window WCSI (in slots), assuming 1 CQI in one sub-band and one CSI reporting instance, down-select (by RAN1#112) one from the following alternatives:
· Alt1. The CQI is associated with the entire duration of the CSI reporting window and all the N4 W2 matrices 
· Alt2A. The CQI is associated with the first/earliest slot of the CSI reporting window and the first/earliest of the N4 W2 matrices 
· Alt2B.  The CQI is associated with the first/earliest d slots of the CSI reporting window and the first/earliest one of the N4 W2 matrices
Note: The N4 W2 matrices represent the combining coefficients before DD compression at the UE, or after DD de-compression at the gNB

FL Assessment: Alternatives to be down-selected next time

	Proposal 2.B.3:
· Support/fine:  Ericsson, Huawei/HiSi, Nokia/NSB, Samsung, ZTE, LG, Qualcomm, CATT, vivo, MediaTek, NEC, Intel, OPPO, LG, Fraunhofer IIS/HHI 
· Not support:



	Proposal 2.B.4: For the Rel-18 Type-II codebook refinement for high/medium velocities, decide by RAN1#112 whether including X>1 CQIs in one sub-band and one CSI reporting instance are supported
· If supported, also decide the value(s) of X and the time instance and/or PMI(s) in which a CQI is associated with, given the CSI reporting window WCSI (in slots)

FL Note: Some illustration to demonstrate different alternatives for further discussion
 

	Support/fine:  Lenovo, Samsung, Ericsson, ZTE, MediaTek (X>1 optional at most), Intel, OPPO, Nokia/NSB, Xiaomi, Google

Not support:


	Proposal 2.C.1: For the Type-II codebook refinement for high/medium velocities, for N4>1, regarding parameter Q, decide in RAN1#112 whether to support the additional values of 3 and/or 4


	Support/fine: Ericsson, Samsung, OPPO

Not support:


	Proposal 2.C.2: For the Type-II codebook refinement for high/medium velocities, regarding the parameter δ (in slots), support the additional value of 2
· FFS (by RAN1#112): For the last supported additional value, down select between 1, 3, 4, and 5
	Support/fine: Ericsson, Samsung, OPPO, Lenovo, 

Not support:


	Proposal 2.C.3: For the Type-II codebook refinement for high/medium velocities, regarding the parameter N4 (length of DFT vector, unit-less), support 8 as an additional candidate value
· FFS (by RAN1#112): Whether any of the following additional candidate values are supported: 3, 5, 16, 32
· The candidate values supported by UE are reported via UE capability (details can be discussed in UE feature). 

	Support/fine: Ericsson, Samsung, OPPO, Xiaomi

Not support:


	Proposal 2.C.5: For the Type-II codebook refinement for high/medium velocities, regarding the parameter d (in slots), 
· Support at least the following candidate value:  
· If the configured CMR is P or SP-CSI-RS, this candidate value is the periodicity of the CSI-RS,
· If the configured CMR is AP-CSI-RS, this candidate value is the configured value of m parameter
· FFS: Whether in the above two cases, the number of slots between the last CSI-RS occasion no later than the legacy reference resource and the starting of WCSI window shall be integer multiples of d slots.
· In addition, support d=1
· FFS: Whether additional candidate value(s) of d are supported, e.g. d<m, d>m, 
If more than one candidate values of d are supported, the value of d is gNB-configured via higher-layer (RRC) signalling 

Question: For ZTE, LG, Ericsson, please propose some possible changes to resolve your concern and see if it is agreeable to other companies (note that the above proposal is supported by super-majority)

	Support/fine: MediaTek, [Xiaomi (no d=1)], vivo, Fraunhofer IIS/HHI, Apple, NEC, Samsung (support 1 too), Lenovo (no p<m), Google, Spreadtrum, Nokia/NSB, OPPO, Qualcomm, CMCC, Intel, IDC, Huawei/HiSi (support 1 too), CATT, Ericsson (d=1), ZTE (d=1), LG (d=1)

Concern:



	Conclusion 2.C.6: For the Type-II codebook refinement for high/medium velocities, regarding the parameter K (the number of AP-CSI-RS resources for the CMR), there is no consensus in supporting additional candidate value(s).


	Conclusion 2.C.7: For the Type-II codebook refinement for high/medium velocities, regarding the parameter m (offset between two AP-CSI-RS resources for the CMR, there is no consensus in supporting additional candidate value(s).


	Proposal 2.I.2: For the Rel-18 Type-II codebook refinement for high/medium velocities, on the  quantization scheme when N4>1, for each layer:
· One (common) SCI (Strongest Coefficient Indicator) applies across all Q selected DD basis vectors
· One group comprises one polarization across all Q selected DD basis vectors (Cgroup,phase=1, Cgroup,amp=2)
· For the amplitude group other than the group associated with the SCI, the reference amplitude is reported

	Proposal 2.I.2:
· Support/fine: Xiaomi, ZTE, Qualcomm, MediaTek, OPPO, Samsung, Qualcomm, vivo, NEC, Google
· Not support: Lenovo (next meeting)

	Proposal 2.I.1: For the Rel-18 Type-II codebook refinement for high/medium velocities, on the  quantization scheme when N4>1, reuse the following components of the legacy per-coefficient quantization scheme: 
· Alphabets for amplitude and phase
· Quantization of phase and quantization of differential amplitude relative to a reference, reference amplitude (with SCI determining the location of one reference amplitude), where the reference is defined for each layer and each “group” of coefficients 

	Proposal 2.I.1:
· Support/fine: Xiaomi, ZTE, Qualcomm, MediaTek, OPPO, Samsung, Qualcomm, vivo, NEC, Nokia/NSB, Google
· Not support: Lenovo (next meeting), Intel (next meeting)


	
	

	Proposal 1.A.2: On the Type-II codebook refinement for CJT mTRP, regarding the SD basis selection, for a configured value of NTRP, a set of NL combinations of values for {L1, ..., LNTRP} is gNB-configured via higher-layer (RRC) signaling
· When NL>1, the selected combination of values for {L1, ..., LNTRP} is reported in CSI part 1 using an indicator, selected from the NL configured combinations
· NL =1 is one of the supported candidate values 
· FFS: Other supported value(s) of NL, and its respective UE capability
· FFS: UE capability for  where 
· Following the legacy design, the SD basis selection for the n-th (n=1,...,N) selected CSI-RS resource is indicated in CSI part 2 using a combinatorial indicator selected from a set of   codepoints where, for Rel-16-based refinement PCSI-RS = N1N2.
· The supported candidate values for each of the Ln parameters include the legacy candidate values, i.e. {2,4,6} for Rel-16-based refinement, and  where  for Rel-17-based refinement
Following the legacy design, for all the selected N CSI-RS resources, the SD basis oversampling group for each CSI-RS resource is indicated in CSI part 2 using an indicator selected from a set of O1O2 codepoints.


FL Note: Key consideration Alt1 vs Alt4
· Opportunistic NZC bitmap overhead saving (can be large) vs. additional PMI overhead for {Ln} signalling (relatively small) 
· Some companies show performance gain from dynamic {Ln} selection (Huawei, Ericsson, Qualcomm) while other show marginal difference in performance (ZTE, Nokia, MediaTek)
· Alt1 has minimum spec impact, unlike Alt4 (significantly more spec impact) 
· If Alt4 is selected, since the proponents argue that the additional PMI overhead for{Ln} signalling is relatively small, there is no technical warrant for over-optimizing the detailed design 
· Opt1 from R1-2212101 (Qualcomm) is proposed since it’s a simple reuse of the legacy SD basis selection indicator and incurs minimum additional overhead (only Ltot in CSI part 1)
· The most recent version of 1.A.2 is an agreeable compromise between some of the stout proponents of ALT1 (who have various concerns on ALT4 re UE complexity, overhead, performance loss, uncertainty of K0 etc.) and ALT4


Alt1 (14): LG, MediaTek, Xiaomi, ZTE, IDC, Spreadtrum, CMCC, Samsung, Fraunhofer IIS/HHI, Nokia/NSB, Lenovo, DOCOMO, 

Alt4 (13): AT&T, Qualcomm, OPPO, Huawei/HiSi, vivo, Intel, Sony, Apple, Ericsson, Google, NEC, CATT

ALT1:
On the Type-II codebook refinement for CJT mTRP, regarding the SD basis selection, each of the {Ln, n=1, ..., N} is gNB-configured via higher-layer (RRC) signaling.
· Following the legacy design, the SD basis selection for the n-th (n=1,...,N) selected CSI-RS resource is indicated in CSI part 2 using a combinatorial indicator selected from a set of   codepoints where, for Rel-16-based refinement PCSI-RS = N1N2.
· The supported candidate values for each of the Ln parameters include the legacy candidate values, i.e. {2,4,6} for Rel-16 based refinement, and  where  for Rel-17 based refinement
· FFS (by RAN1#112, as a part of Parameter Combination issue): Whether all possible combinations of (L1, ..., LN) values are supported 
Following the legacy design, for all the selected N CSI-RS resources, the SD basis oversampling group for each CSI-RS resource is indicated in CSI part 2 using an indicator selected from a set of O1O2 codepoints.


ALT4:
On the Type-II codebook refinement for CJT mTRP, regarding the SD basis selection, a parameter Lmax is gNB-configured via higher-layer (RRC) signaling such that 
· The selected values of {L1, ..., LN} are reported in CSI part 1 using a joint indicator where the codepoints comprise all the supported combinations of candidate values, for a given  and .
· Following the legacy design, the SD basis selection for the n-th (n=1,...,N) selected CSI-RS resource is indicated in CSI part 2 using a combinatorial indicator selected from a set of   codepoints where, for Rel-16-based refinement PCSI-RS = N1N2.
· The supported candidate values for each of the Ln parameters include the legacy candidate values, i.e. {2,4,6} for Rel-16-based refinement, and  where  for Rel-17 based refinement
· FFS (by RAN1#112, as a part of Parameter Combination issue): Whether all possible combinations of (L1, ..., LN) values (hence candidate values of Ltot) are supported for a given value of Lmax
· FFS (by RAN1#112, as a part of Parameter Combination issue): Whether the supported combinations of candidate values for (L1, ..., LN) are gNB-configured via higher-layer (RRC) signaling 
Following the legacy design, for all the selected N CSI-RS resources, the SD basis oversampling group for each CSI-RS resource is indicated in CSI part 2 using an indicator selected from a set of O1O2 codepoints.

	Support/fine: ZTE, vivo, Samsung, Nokia/NSB, MediaTek, [Huawei/HiSi], 

Not support: Qualcomm


	Proposal 1.B.1: On the Type-II codebook refinement for CJT mTRP, revert the following working assumption: 
· Working assumption: Alt3 is supported in addition to Alt1 (to be confirmed in RAN1#111)
· (Alt3). One group comprises one polarization for one CSI-RS resource with a common phase reference across N CSI-RS resources (Cgroup,phase=1, Cgroup,amp=2N)
· For each of the (2N–1) amplitude groups (other than the group associated with the SCI), the reference amplitude is reported


FL Note: Just as what we did in RAN1#110bis-e, this has to be decided based on empirical evidence (i.e. SLS results). Per agreement this needs to be concluded in this meeting. Since the WA was made conditioned upon the benefit of Alt3 over Alt1
· If there is no confirmed benefit from Alt3 over Alt1 in the alleged scenarios (inter-site CJT, 500m ISD), the WA should be reverted (hence no support of Alt3). 
· Otherwise, confirmed as an agreement. 
The available SLS results are summarized as follows for the alleged “missing” scenarios from Alt3 proponents in RAN1#110bis-e (500m ISD or larger, inter-site CJT):
· “Notable” (small in FL perspective) gain: Huawei (2-3% mean UPT), ZTE (0.2-1.2% mean UPT)
· No demonstrable gain: Samsung, vivo

	Support/fine: vivo, Samsung, OPPO, MediaTek, Fraunhofer IIS/Fraunhofer HHI, Apple, DOCOMO, Intel, AT&T, Nokia/NSB, Ericsson, Xiaomi, 

Not support: ZTE, Spreadtrum, CATT, LG, Huawei/HiSi 



	Conclusion 2.A.2: For the Rel-18 Type-II codebook refinement for high/medium velocities, there is no consensus on supporting the refinement based on the Rel-17 FeType-II port selection (PS) codebook. Therefore, only the refinement based on the Rel-16 eType-II regular codebook is supported.

FL Note: This proposal has been discussed since RAN1#110 and needs conclusion. Since many companies voice concern on supporting the refinement based on Rel-17 FeType-II PS, conclusion 2.A.2, merely stating the fact, is inevitable.

Support (equal priority for) both Rel-16 eType-II and Rel-17 FeType-II: Huawei/HiSi, ZTE (Rel-16 first), Fraunhofer IIS/HHI
· Concern: vivo, Lenovo, LG, Apple, DOCOMO, Spreadtrum

Down-select to only Rel-16 eType-II or Rel-16 with higher priority:  Apple, DOCOMO, MediaTek, NEC, Xiaomi, Samsung, Lenovo, Intel (if Rel-17, no DD reciprocity), Xiaomi. Qualcomm, Apple, DOCOMO, Ericsson, Nokia/NSB, LG, Spreadtrum, CMCC, vivo, OPPO, Google, Sharp, IDC 

Proposal 2.A: The Rel-18 Type-II codebook refinement for high/medium velocities comprises refinement of the following codebooks:
· Refinement of the Rel-16 eType-II regular codebook
· Refinement of the Rel-17 FeType-II port selection (PS) codebook, based on the same design details as the Refinement of the Rel-16 eType-II regular codebook, except for the supported set of parameter combinations
· Time-/Doppler-domain reciprocity is not assumed

	Proposal 2.A:
· Support/fine: IDC, ZTE, Huawei/HiSi, Fraunhofer IIS/HHI
· Concern on Rel-17: vivo, LG, Apple, DOCOMO, Spreadtrum, Qualcomm, Lenovo, Nokia/NSB, OPPO, Google, [NEC]


	Proposal 2.E.2: For the Type-II codebook refinement for high/medium velocities, regarding the bitmap(s) for indicating the locations of the NZCs, down-select one from the following alternatives: 
· Alt1. Q different 2-dimensional bitmaps where each bitmap reuses the legacy design i.e. the size of the bitmap for each selected DD basis vector is 2LMv 
· Alt2. Q different 2-dimensional bitmaps where each bitmap reuses the legacy design and further compressed using source-coding (e.g Huffman code)
· Alt3A: A single 2-dimensional bitmap of size  to report the selected  pairs of FD basis vector and DD basis vector and a single 2-dimensional bitmap of size  for indicating the location of the NZCs, where each row corresponds to a selected SD basis vector and each column corresponds to one of the selected  pairs of FD basis vector and DD basis vector.
· Alt3B: A single 2-dimensional bitmap of size  to report the selected  pairs of SD components and DD basis vector and a single 2-dimensional bitmap of size  for indicating the location of the NZCs, where each row corresponds to a selected FD basis vector and each column corresponds to one of the selected  pairs of SD component and DD basis vector.
· Alt3C: A single 2-dimensional bitmap of size  to report the selected  pairs of SD component and FD basis vector and a single 2-dimensional bitmap of size  for indicating the location of the NZCs, where each row corresponds to a selected DD basis vector and each column corresponds to one of the selected  pairs of SD component and FD basis vector.
· Alt4. A bitmap that includes bits associated with the set of {(, ,)} with , where  is the threshold that can be configured by gNB,  ,  and  denotes a reference SD basis index and a reference FD basis index and a reference DD basis index associated with SCI, respectively.

	

	
	



2.1 Issue 1: Type-II codebook refinement for CJT 

Table 1A Summary: issue 1 
	#
	Issue
	Companies’ views

	1.1
	[111] Agreement
On the Type-II codebook refinement for CJT mTRP, on the L parameter, down select from the following alternatives (by RAN1#111):
· Alt1. Each of the {Ln, n=1, ..., N} is gNB-configured via higher-layer (RRC) signaling
· Alt4. Lmax is gNB-configured via higher-layer (RRC) signaling and the relative value(s) of {Ln, n=1, ..., N} are reported by the UE
· The relative value(s) of {Ln, n=1, ..., N} are reported by the UE, such that 
· TBD: Whether the value(s) of {Ln, n=1, ..., N} or the total value of  are reported implicitly or explicitly
FFS (by RAN1#111): 
· Whether the supported candidate values for Ln follow the legacy candidate values for L, or some additional value(s) are also supported
· If Alt4 is supported, whether the candidate values for Ln are gNB-configured via higher-layer signaling


Proposal 1.A.2: On the Type-II codebook refinement for CJT mTRP, regarding the SD basis selection, for a configured value of NTRP, a set of NL combinations of values for {L1, ..., LNTRP} is gNB-configured via higher-layer (RRC) signaling
· When NL>1, the selected combination of values for {L1, ..., LNTRP} is reported in CSI part 1 using an indicator, selected from the NL configured combinations
· NL =1 is one of the supported candidate values 
· FFS: Other supported value(s) of NL, and its respective UE capability
· FFS: UE capability for  where 
· Following the legacy design, the SD basis selection for the n-th (n=1,...,N) selected CSI-RS resource is indicated in CSI part 2 using a combinatorial indicator selected from a set of   codepoints where, for Rel-16-based refinement PCSI-RS = N1N2.
· The supported candidate values for each of the Ln parameters include the legacy candidate values, i.e. {2,4,6} for Rel-16-based refinement, and  where  for Rel-17-based refinement
Following the legacy design, for all the selected N CSI-RS resources, the SD basis oversampling group for each CSI-RS resource is indicated in CSI part 2 using an indicator selected from a set of O1O2 codepoints.


FL Note: Key consideration Alt1 vs Alt4
· Opportunistic NZC bitmap overhead saving (can be large) vs. additional PMI overhead for {Ln} signalling (relatively small) 
· Some companies show performance gain from dynamic {Ln} selection (Huawei, Ericsson, Qualcomm) while other show marginal difference in performance (ZTE, Nokia, MediaTek)
· Alt1 has minimum spec impact, unlike Alt4 (significantly more spec impact) 
· If Alt4 is selected, since the proponents argue that the additional PMI overhead for{Ln} signalling is relatively small, there is no technical warrant for over-optimizing the detailed design 
· Opt1 from R1-2212101 (Qualcomm) is proposed since it’s a simple reuse of the legacy SD basis selection indicator and incurs minimum additional overhead (only Ltot in CSI part 1)
· The most recent version of 1.A.2 is an agreeable compromise between some of the stout proponents of ALT1 (who have various concerns on ALT4 re UE complexity, overhead, performance loss, uncertainty of K0 etc.) and ALT4

ALT1:
On the Type-II codebook refinement for CJT mTRP, regarding the SD basis selection, each of the {Ln, n=1, ..., N} is gNB-configured via higher-layer (RRC) signaling.
· Following the legacy design, the SD basis selection for the n-th (n=1,...,N) selected CSI-RS resource is indicated in CSI part 2 using a combinatorial indicator selected from a set of   codepoints where, for Rel-16-based refinement PCSI-RS = N1N2.
· The supported candidate values for each of the Ln parameters include the legacy candidate values, i.e. {2,4,6} for Rel-16 based refinement, and  where  for Rel-17 based refinement
· FFS (by RAN1#112, as a part of Parameter Combination issue): Whether all possible combinations of (L1, ..., LN) values are supported 
Following the legacy design, for all the selected N CSI-RS resources, the SD basis oversampling group for each CSI-RS resource is indicated in CSI part 2 using an indicator selected from a set of O1O2 codepoints.


ALT4:
On the Type-II codebook refinement for CJT mTRP, regarding the SD basis selection, a parameter Lmax is gNB-configured via higher-layer (RRC) signaling such that 
· The selected values of {L1, ..., LN} are reported in CSI part 1 using a joint indicator where the codepoints comprise all the supported combinations of candidate values, for a given  and .
· Following the legacy design, the SD basis selection for the n-th (n=1,...,N) selected CSI-RS resource is indicated in CSI part 2 using a combinatorial indicator selected from a set of   codepoints where, for Rel-16-based refinement PCSI-RS = N1N2.
· The supported candidate values for each of the Ln parameters include the legacy candidate values, i.e. {2,4,6} for Rel-16-based refinement, and  where  for Rel-17 based refinement
· FFS (by RAN1#112, as a part of Parameter Combination issue): Whether all possible combinations of (L1, ..., LN) values (hence candidate values of Ltot) are supported for a given value of Lmax
· FFS (by RAN1#112, as a part of Parameter Combination issue): Whether the supported combinations of candidate values for (L1, ..., LN) are gNB-configured via higher-layer (RRC) signaling 
Following the legacy design, for all the selected N CSI-RS resources, the SD basis oversampling group for each CSI-RS resource is indicated in CSI part 2 using an indicator selected from a set of O1O2 codepoints.


Alt1 (14): LG, MediaTek, Xiaomi, ZTE, IDC, Spreadtrum, CMCC, Samsung, Fraunhofer IIS/HHI, Nokia/NSB, Lenovo, DOCOMO, 

Alt4 (13): AT&T, Qualcomm, OPPO, Huawei/HiSi, vivo, Intel, Sony, Apple, Ericsson, Google, NEC, CATT

(Backup) Proposal 1.A.3: On the Type-II codebook refinement for CJT mTRP, regarding the SD basis selection, each of the {Ln, n=1, ..., N} is gNB-configured via higher-layer (RRC) signaling.
· The supported candidate values for each of the Ln parameters include the legacy candidate values, i.e. {2,4,6}
· FFS (by RAN1#112, as a part of Parameter Combination issue): Whether all possible combinations of (L1, ..., LN) values are supported 
· Following the legacy design, for all the selected N CSI-RS resources, the SD basis oversampling group for each CSI-RS resource is indicated in CSI part 2 using an indicator selected from a set of O1O2 codepoints.


	Support/fine: [ZTE, vivo, Samsung, Nokia/NSB, MediaTek, Huawei/HiSi], 

Not support: 


	1.2
	[110bis-e] Agreement
On the Type-II codebook refinement for CJT mTRP, regarding W2 quantization group, for each layer:
· Support the following: (Alt1) One group comprises one polarization across all N CSI-RS resources (Cgroup,phase=1, Cgroup,amp=2)
· FFS: Amplitude quantization table enhancement
· For the amplitude group other than the group associated with the SCI, the reference amplitude is reported
· Working assumption: Alt3 is supported in addition to Alt1 (to be confirmed in RAN1#111)
· (Alt3). One group comprises one polarization for one CSI-RS resource with a common phase reference across N CSI-RS resources (Cgroup,phase=1, Cgroup,amp=2N)
· For each of the (2N–1) amplitude groups (other than the group associated with the SCI), the reference amplitude is reported
· If the support Alt3 in addition to Alt1 is confirmed, only one of the two schemes will be a basic feature for UEs supporting Rel-18 Type-II CJT codebook


Proposal 1.B.1: On the Type-II codebook refinement for CJT mTRP, revert the following working assumption: 
· Working assumption: Alt3 is supported in addition to Alt1 (to be confirmed in RAN1#111)
· (Alt3). One group comprises one polarization for one CSI-RS resource with a common phase reference across N CSI-RS resources (Cgroup,phase=1, Cgroup,amp=2N)
· For each of the (2N–1) amplitude groups (other than the group associated with the SCI), the reference amplitude is reported


FL Note: Just as what we did in RAN1#110bis-e, this has to be decided based on empirical evidence (i.e. SLS results). Per agreement this needs to be concluded in this meeting. Since the WA was made conditioned upon the benefit of Alt3 over Alt1
· If there is no confirmed benefit from Alt3 over Alt1 in the alleged scenarios (inter-site CJT, 500m ISD), the WA should be reverted (hence no support of Alt3). 
· Otherwise, confirmed as an agreement. 
The available SLS results are summarized as follows for the alleged “missing” scenarios from Alt3 proponents in RAN1#110bis-e (500m ISD or larger, inter-site CJT):
· “Notable” (small in FL perspective) gain: Huawei (2-3% mean UPT), ZTE (0.2-1.2% mean UPT)
· No demonstrable gain: Samsung, vivo

	Support/fine: vivo, Samsung, OPPO, MediaTek, Fraunhofer IIS/Fraunhofer HHI, Apple, DOCOMO, Intel, AT&T, Nokia/NSB, Ericsson, Xiaomi, 

Not support: ZTE, Spreadtrum, CATT, LG, Huawei/HiSi 



	1.3.1
	[111] Agreement
On the Type-II codebook refinement for CJT mTRP, regarding the codebook parameter , introduce as a candidate value  = 1/8 in addition to the supported value(s) from the legacy specification.
· FFS (by RAN1#111): whether additional value 1 can also be added

Question: Should the additional value =1 be supported?
Yes: ZTE, Nokia/NSB, 
Concern (no): Lenovo, Samsung, Ericsson, DOCOMO, vivo, MediaTek, OPPO, Fraunhofer IIS/HHI


Conclusion 1.C.1: On the Type-II codebook refinement for CJT mTRP, regarding the codebook parameter , there is no consensus in supporting the additional value of 1.


	1.3.2
	[111] Agreement
On the Type-II codebook refinement for CJT mTRP, regarding the codebook parameter pv, in addition to the supported value(s) from the legacy specification for Rel-16 regular eType-II codebook, introduce as a candidate value
· pv = 1/8 for v=1,2 (hence 1/16 for v=3,4)
FFS (by RAN1#111): whether additional value pv = 1/2 for v=1,2,3,4 can also be added

Question: Should the additional value pv=1/2 for v=3,4 be supported, only to be used in combination with other parameter value(s) to limit the increase in PMI overhead?
· This is to accommodate higher UPT for higher ranks while limiting the overhead (the exact details will be an aspect for Parameter Combination in RAN1#112)
· Note that pv=1/2 for v=1,2 is already supported in legacy spec (in conjunction with pv=1/4 for v=3,4)


Proposal 1.C.2: On the Type-II codebook refinement for CJT mTRP, regarding the codebook parameter pv, support the additional value of pv=1/2 for v=1,2,3,4 with the following condition:
· Only to be used in combination with other parameter value(s) to limit the increase in PMI overhead comparable to the maximum overhead of the legacy Rel-16/17 Type-II codebooks (exact parameter combination(s) FFS)

	Yes: ZTE, Samsung, CMCC, MediaTek, Xiaomi, Lenovo, DOCOMO, OPPO

Concern (no): 


	1.5
	[110bis-e] Agreement
On the Type-II codebook refinement for CJT mTRP, regarding the bitmap(s) for indicating the locations of NZCs, down-select from the following alternatives for the size of the bitmap for CSI-RS resource n (Bn) (by RAN1#111):
· Alt1. Analogous to legacy,  ( for mode 2)
· Alt2. Non-rectangular bitmap, i.e., NZC bitmap allowing different lengths for different SD/FD basis vectors.
· TBD: How to determine the lengths for different SD/FD basis vectors


Proposal 1.E: On the Type-II codebook refinement for CJT mTRP, regarding the bitmap(s) for indicating the locations of NZCs, reuse the legacy design. This implies that the size of the bitmap for selected CSI-RS resource n (Bn) is,  
· FFS: additional mechanism to reduce bitmap overhead for larger N values, e.g. including via Parameter Combination 

FL Note: This issue has been discussed in the last meeting and needs conclusion.

	Support/fine: Huawei/HiSi, Spreadtrum, Xiaomi, Intel, Fraunhofer IIS/HHI, CMCC, Apple, DOCOMO, Samsung, Nokia/NSB, MediaTek, Google, Ericsson, LG, AT&T, OPPO, Qualcomm, ZTE, NEC, CATT, Sony, Lenovo, Spreadtrum

Not support: vivo




	1.7
	[109-e] Agreement 
On the W2 coefficient quantization scheme for the Type-II codebook refinement for CJT mTRP:
· At least for N=2, reuse the following components of the legacy Rel-16/17 per-coefficient quantization scheme: 
· Alphabets for amplitude and phase
· Quantization of phase and quantization of differential amplitude relative to a reference, reference amplitude (with SCI determining the location of one reference amplitude), where the reference is defined for each layer and each “group” of coefficients 
· Further study the following:
· For larger N values, if supported, whether/how to improve throughput-overhead trade-off using, e.g. lower-resolution alphabets for amplitude and/or phase than legacy, or higher/same resolution alphabets but smaller number of coefficients than legacy 
· ...

Proposal 1.G: On the W2 coefficient quantization scheme for the Type-II codebook refinement for CJT mTRP, for N=3 and N=4, just as N=2, reuse the following components of the legacy Rel-16/17 per-coefficient quantization scheme: 
· Alphabets for amplitude and phase
· Quantization of phase and quantization of differential amplitude relative to a reference, reference amplitude (with SCI determining the location of one reference amplitude), where the reference is defined for each layer and each “group” of coefficients 

FL Note: Since the discussion of alphabets for amplitude and phase was quite hefty and tedious in Rel-16, any departure of full reuse merely for optimizing N=3 and 4 (thereby also departing from N=2) requires extremely compelling benefit – especially since N is now reported hence dynamically changed. Since RAN1#110-e, there has been no evidence that it can reduce overhead without significant penalty in UPT. In addition, other overhead reduction mechanism based on parameter values has been agreed and made available.  
  
	Support/fine: Samsung, Apple, DOCOMO, ZTE, Spreadtrum, CMCC, vivo, MediaTek, AT&T, Intel, OPPO, Nokia/NSB, CATT, Google, Sony

Not support: Lenovo (defer until 1.B.1), Xiaomi (after 1.B.1),  

	1.8
	 [109-e] Agreement
For the Type-II codebook refinement for CJT mTRP, further study the following issues:
· The need for the following additional parameters:
· …
· Delay/frequency difference(s) across TRPs
…

Question: Share your view on the following new UCI/PMI-related parameter: 
1. The need for UE-assisted CJT calibration reporting (and its associated measurement) such as:
· (Relative) average delay for each of the N CSI-RS resources
· (Relative) frequency/phase offset for each of the N CSI-RS resources
2. Their associated use case(s) or CJT scenarios

Support to study: Ericsson, ZTE, Qualcomm, Huawei/HiSi

Not support: Lenovo, Samsung (positive but Rel-18 scope concern), CMCC (positive but Rel-18 workload concern), vivo, MediaTek (same as Samsung), OPPO (too late), CATT, LG, Fraunhofer IIS/HHI (Rel-19), NTT DOCOMO (low priority)




Table 1B Type II CJT: summary of observation from SLS
	Company
	SLS results

	
	Issue #
	Metric
	Observation

	Huawei/HiSi
	1.1
	Mean UPT vs overhead, 5% UPT vs overhead
	- The  by UE reporting has about 2~3% gain at mean UPT and 2~9% gain at 5% UPT compared with  by gNB configuration.
-  determination by UE reporting(Alt2 and Alt4) can outperform the  determination by gNB configuration (Alt1 and Alt3) because UE has better knowledge of channel properties than gNB does.


	
	1.2
	Mean UPT vs overhead, 5% UPT vs overhead
	For inter-site CJT with large inter-site distance, Alt 3 (Cgroup,amp=2N) has better performance compared to Alt1 (Cgroup,amp=2). (2~3% UPT gain)


	
	1.5
	Mean UPT vs overhead, 5% UPT vs overhead
	The non-rectangular bitmap provides less performance (5% UPT loss) compared with legacy bitmap, and results in additional spec efforts.

	
	1.7 (on RX side info)
	Mean UPT vs overhead, 5% UPT vs overhead
	The full channel feedback for CJT codebook by per-RX reporting can provide 5~10% gain for mean UPT and 18~35% gain for 5% UPT respectively.

	ZTE
	1.1 
	Avg UPT vs overhead, 5% UPT vs overhead
	The performance of Alt 1 and Alt 2 is similar. Little gain is achieved using Alt1 compared with Alt 2 because the power offset of TRPs does not change frequently and larger L is associated to strong TRP, then the accurate of CSI of weak CJT TRP is low.

	
	1.2
	Avg UPT vs overhead, 5% UPT vs overhead
	We observe that 0.2%~1.2% mean UPT gain and 2.2%~12.1% cell edge UE gain can be achieved using Alt 3 compared with Alt1.

	
	1.3 (on large pv)
	Avg UPT vs overhead
	On the Type-II codebook refinement for CJT mTRP, regarding large candidate values of pv = 1/2 for v=1,2,3,4’ for improving CJT-UPT performance
· Under a given report overhead, introducing above candidate may bring significant performance gain (6%~11%) over the typical cases of ‘Pv_1,2 = 1/4, Pv_3,4 = 1/8’ and ‘Pv_1,2 = 1/2, Pv_3,4 = 1/4’, due to the fact that there is much more high probability for enabling RANK 3~4 transmission in CJT;
· The upper bound of UPT performance in CJT can increase well while having pv = 1/2 for v=1,2,3,4’.

	
	1.7 (on RX side info)
	Avg UPT
	It can be observed that, through additionally reporting Rxx information, the reporting of receiving side information can bring a significant performance gain (11% avg UPT gain).

	
	1.5
	Cell mean SE vs overhead
	[bookmark: _Ref118709578]- The highest performance for legacy bitmap and non-rectangular bitmap is quite similar (<1% difference).
[bookmark: _Ref118709581]- When the performance gain of the non-rectangular bitmap design and the legacy bitmap design is nearly the same, the payload of the non-rectangular bitmap design is significantly reduced (e.g., hundreds of bits).
[bookmark: _Ref118709584]- Non-rectangular bitmap can have larger SE performance gain (about 5%), when the payload of the non-rectangular bitmap design is the nearly same as that of the legacy bitmap design.

	Samsung
	1.2
	Avg UPT gain vs overhead
	There is no benefit of Alt3 over Alt1 shown in our SLS results for both mode 1 and mode 2 cases even in the inter-site inter-cell scenarios.

	Nokia
	1.1
	SE
	Regarding  determination scheme, in simulations we do not observe any appreciable gain of Alt 4 over Alt1 for the 700MHz Outdoor1 scenario and for the mean throughput in the 2GHz Outdoor2A scenario, whereas we observe about 4.9% gain in cell-edge throughput for the 2GHz Outdoor2A scenario.

	Ericsson
	1.1
	UPT gain
	[bookmark: _Toc118704181]Alt.2 with UE selection of number of beams per TRP provides 3-14% UPT gain than Alt.1 with number of beams configured by gNB.

	MediaTek
	1.1
	Avg UPT gain 
	From the results, we observe that the performance does not monotonously increase with the total number of beams as in a single TRP case. Although there is a 1~2 % improvement from  to , the intermediate values of  can give a better performance. This means that reporting less beams than the gNB configured total beams can potentially offer a better performance-overhead tradeoff. Further, the fact that a particular combination of beams for the same  achieves the best performance justifies the need for a candidate value set for  in Alt 2 and Alt 4.

	Qualcomm
	1.1
	Avg UPT gain, 5% UPT gain
	5.5% to 24% UPT gain is observed by UE-determined Ln based on a gNB-configured Ltot, over the alternative that all Ln configured by gNB and with the same Ltot (and thus almost-same report overhead).

	
	
	
	

	Summary: 
· 





Table 2 Additional inputs: issue 1
	Company
	Input

	Mod V0
	1) Check and, if needed, update your view in Table 1A especially on the moderator proposals
2) Share additional inputs here, if needed (check the questions)
3) More moderator proposals may be added in the next revision

	Lenovo
	Proposal 1.A.2:
Our preference is Alt-1. In our understanding, Ln values can be semi-statically configured at low speed

Issues 1.3.1 and 1.3.2:
β=1 as well as pv=1/2 should be deprioritized due to significantly higher CSI feedback overhead, otherwise maybe we can add a note for each corresponding proposal to ensure the overall CSI feedback overhead does not significantly increase, for instance:
Note: the overall CSI feedback overhead corresponding to parameter combinations with  β=1 (or pv=1/2) is comparable to that of parameter combinations with lower β <1 (or pv<1/2)  values

Proposal 1.E:
Support

Proposal 1.F:
Prefer to defer the decision until Proposal 1.B.1 is finalized  

Issue 1.8:
CJT is discussed in agenda 9.1.1.1 as a scenario corresponding to a single TCI state, which implies a same average delay across TRPs in our understanding. This assumption clearly prioritizes intra-site CJT, and hence we do not see much advantage to support scenarios with significant discrepancies in average delay

	Samsung
	Proposal 1.A.2
In our view, Alt1 is sufficient since the choice for {Ln} can be simply done by NW based on information available at the NW (such as RSRP) We are also unclear how to validate the superiority of one another via SLS. Additionally, Alt 3 requires significant spec impact to define how to report {Ln}, which seems overoptimized for this minor issue in our view. We have a hard time understanding the gain demonstrated by, e.g. Ericsson and Huawei. How can this happen if the long-term SD statistics don’t change fast (most likely the same in each drop of the SLS)?

Proposal 1.B.1
We support the proposal since Alt3 doesn’t show any sufficient gain over Alt1 from the whole SLS results (including the proponents’ results: 2% or 0.2% avg UPT gain only) even in the advertised inter-site inter-cell scenario with a longer ISD. 

Issue 1.3.1
We have concern on beta=1 because of the overhead.

Issue 1.3.2 
We can accept pv=1/2 for v=1,2,3,4 as long as its associated with overhead along with some other parameter combinations (low values of others) or other restriction should not exceed the legacy max overhead and a sufficient UPT gain is attainable over other parameter combinations under the same overhead. 

Proposal 1.E & Proposal 1.G:
We support.

Issue 1.8
UE-assisted calibration reporting can be instrumental in extending CJT applicability especially for inter-site scenarios where the delay and FO differences across TRPs can be a main impediment. But we don’t think delay difference reporting is sufficient in this case since the joint impact of frequency offset/drift and delay difference needs to be addressed together.
We are quite positive of this in general especially when used with 2 QCLs (agreed in 9.1.1.1), but given the scope limitation, we cannot support spending time and effort on this feature in this release. We could be supportive in, e.g. Rel-19.


	Mod V3
	No revision

	Ericsson
	On Proposal 1.A.2: we are supportive of the direction of the proposal.  One question for the proposal is that since the UE reports ,  shouldn’t the values of  be reported in part 2 as well?  
[Mod: No, my understanding of QC’s proposal is that the values of {Ln} can be inferred from the index of the combinatorial indicator for Ltot …]
There may not be a need to report  as  can be determined as .   
[Mod: ...   But I like your proposal much better  It also resolves the “concern” from some other companies]
Issue 1.8:  We are positive to studying reporting of at least (relative) delay for each of the N TRPs.  We can also be ok to study (relative)_ frequency/phase offset for each of the N TRPs.

Although FD basis shifting was agreed to be studied as a way to deal with delay difference among TRPs,  this, however, does not mean that larger delay spread can be handled than without FD basis shifting.  In our understanding, it is only a way to align FD basis for different TRPs so that a set of common FD basis can be used for all TRPs. However, this assumes that composite channel delay spread across all TRPs are still within the range, i.e., the phase change within a PMI subband due to delay spread remains very small and is negligible. Otherwise, if the delay difference between TRPs cause a large phase change within a subband, then CJT with FD basis shifting will not work well. Reporting delay difference can mitigate larger delay spreads thus extending the applicability of CJT to larger cells.  At the very least, this should be studied.

	NEC
	Proposal 1.A.2
We are generally fine with the direction. While we think the design of SD basis selection should also be jointly considered with the agreed bitmap for TRP selection. For a selected TRP, the number of SD basis should be non-zero, so the total number should be  (if only one SD basis is supported for a TRP) or , in other words, TRP selection can already be achieved by bitmap, no need to consider the hypothesis of none SD basis selected for a TRP (which will achieve same function while more complex). And based on this, there is no need to use as many as  hypotheses for SD basis selection, which includes the hypothesis of none SD basis selected for a TRP. In other words, for a given number of , the combination of candidates for  can be reduced, consequently, the overhead of SD basis selection hypotheses can be reduced. For example, if , and , in case one TRP can select only one SD basis, then the candidates of  can be {1,3}, {2,2}, {3,1}, and in case one TRP should select at least two SD basis, then the candidate of  will only be {2,2}.

[Mod: Please check the updated proposal. In general, I cannot accommodate your suggestion to keep details FFS since it is unnecessary. Whichever detailed scheme we choose there is no difference in performance and the overhead is more or less the same.]

So we suggest:
Updated Proposal 1.A.2: On the Type-II codebook refinement for CJT mTRP, regarding the SD basis selection, a parameter Lmax is gNB-configured via higher-layer (RRC) signaling such that 
· The number of SD basis for the N selected TRPs is reported in CSI part 1.
· FFS: a single total value  or indication of a candidate combination values of {}
· FFS: the combinatorial indicator for SD basis selection for the N selected TRPs.
· E.g. 1: Based on the single total value  reported in CSI part 1, following the legacy design, the SD basis selection for all the N selected TRPs is indicated in CSI part 2 using a combinatorial indicator comprising  hypotheses.
· E.g. 2: For each selected TRP indicated by the bitmap for TRP selection in CSI part 1, at least min() SD basis should be selected, e.g. . 
· FFS: the value of minimal number of SD basis  for a TRP 
· FFS the combinatorial indicator for SD basis selection for all the N selected TRPs
· E.g. 3: Based on the indication of a candidate combination values of {} in CSI part 1, following the legacy design, the SD basis selection for all the N selected TRPs is indicated in CSI part 2 using a combinatorial indicator comprising  hypotheses.
· The supported candidate values for each of the Ln parameters include the legacy candidate values, i.e. {2,4,6}
· FFS (by RAN1#112, as a part of Parameter Combination issue): Whether all possible combinations of (L1, ..., LN) values (hence candidate values of Ltot) are supported for a given value of Lmax
· FFS (by RAN1#112, as a part of Parameter Combination issue): Whether the candidate values for (L1, ..., LN) are gNB-configured via higher-layer (RRC) signaling 


	NTT DOCOMO
	Proposal 1.A.2
Generally fine with the direction.
For ,  since could be large, we have concern on the bit size and complexity. Another alternative is to report  and .
[Mod: Please check the revised proposal based on Ericsson’s input]
Proposal 1.B.1
OK

Issues 1.3.1 and 1.3.2
We have concern on the overhead to support large values. If it is to be supported, some clarification on parameter combination to control the overall overhead should be added.

Proposal 1.E and Proposal 1.G
Support

Issue 1.8
Low priority.

	Apple
	Proposal 1.A.2: We need some further clarification, our understanding is that is configured by NW, and is reported by the UE. If we agree to allow all the possible combinations, why we need sub-bullet on Ln?
[Mod: Because the values of {Ln} cannot be inferred from Ltot alone. Please check the revised version]
Proposal 1.G: We are supportive of similar solution as N=2


	ZTE
	Proposal 1.A.2: The unclear for us is relevant to the criteria of down-selecting from .  As a normal case, the selection is based on CSI compression accuracy, and then it is clear that the Lmax should be used. So, we are open to consider to a clear requirement that Ltot is configured by gNB. If not, we prefer Alt1. 
[Mod: I agree that if my proposal causes many unclear points and FFS, Alt1 is a better way to go. 
But please check the revised version]
Proposal 1.B.1: Not support. Since there are clear performance benefits (it seems a significant performance (>10%) for cell edge UE is ignored by some companies) and nothing wrong, why we need to revert the WA? It seems betray the basic principle. 
[Mod: 0.2-1.2% in UPT is not so clear  The premise for the WA in this case is not “whether there is nothing wrong”, but “whether there is any additional benefit advertised by the Alt3 proponents last time who didn’t provide SLS results to justify their preference ]]
Issue 1.3.1/2: Support. No doubt that the CSI comparison should consider both performance and report overhead. For Pv=1/2 for v=1,2,3,4, the key motivation is from the increase of high RANK UE distribution compared with sTRP-CSI.

Proposal 1.E: Support.

Proposal 1.G: Support, if decoupling with discussion on ‘quantization group’ in WA.
[Mod: Separate issue]
Issue 1.8: Support to study. Benefits are quite clear, and we may further identify the detail. Technically speaking, average delay = frequency offset/shift. But, some more clarification can be down a little bit later.


	Qualcomm
	Proposal 1.A.2: Supportive to this direction. A couple of comments:
· Regarding the report of Ltot, we understand this is due to Alt4 can have Ltot<Lmax, where Lmax is configured. However, given we already agreed to have TRP selection bitmap to indicate N, Ltot can naturally be upper-bounded by min(Lmax, NN1N2). As an analogous comparison to Rel-16, we are not saying e.g. gNB configures L=4 and allows UE to report L=2.
· Therefore, probably not need to additionally report Ltot than the NTRP-bitmap
· Regarding the combinatorial indicator comprising  codepoints, a drawback is that a larger combination value table is needed than the existing one in Rel-16 eType-II in 214 (below) – 64 rows may be needed due to the maximum possible value of NN1N2, which can increase UE complexity and memory.
· Although not our first preference, this can be acceptable; But we are also willing to discuss another alternative: First reporting each Ln, then reporting  respectively, if RAN1 time allows
· Re @Ericsson: A codepoint from  also indicates each Ln
[image: ]
· Regarding candidate values of each individual Ln, fully-free (but satisfying , of course) is conceptually more natural (and cleaner) by simply sorting the power of all NN1N2 beams and choosing the Ltot/Lmax largest-power beams
· Editorial suggestion: Change the wording “hypotheses” to “codepoints”, since we have an earlier agreement that UE is not mandated to calculated multi-hypo precoder, and this SD selection does not require to go deep into multi-hypo precoder.
[Mod: Please check the revised version. Re candidate values, adding more values for Ln will deviate too much from the legacy spec. Some companies have some issues on this]

Proposal 1.E: OK

Proposal 1.G: OK

Issue/question 1.8: Supportive to study, since larger delay-spread is an mTRP-specific issue, and given that there can be plenty of time before RAN1#112.
For the FL question, we understand the following listed two exemplary reporting candidates are equivalent and one of them would be enough. Anyway this should be further FFS details
	· (Relative) average delay for each of the N CSI-RS resources
· (Relative) frequency/phase offset for each of the N CSI-RS resources




	Spreadtrum
	Proposal 1.A.2: Our concern is about UE complexity and additional latency caused by Ln determination operation. UE has to compare with SD basis corresponding to all CSI-RS resources and further determine the number of SD basis for each CSI-RS resource under the restriction of . Type II codebook for CJT already requires large computation resources. Introducing additional complex optimization will make the codebook less possibility to be implemented.
Proposal 1.B.1: We appreciate all the companies providing simulation results. However, the simulation results from the companies didn’t show the RSRP difference among N coordinated TRPs. If the RSRP difference is small, the performance gap between Alt1 and Alt3 may be small. Since there are multiple companies show that performance gain of Alt3 can be observed, we prefer to support Alt3.
Proposal 1.E: Support.
Proposal 1.G: Support.


	CMCC
	Proposal 1.A.2
Our first preference is Alt1 since the spec impact of it is very small and clear. And we think the gain from dynamic Ln selection is marginal since the SD basis is usually a long-term behaviour.
By the way, even if Alt4 is agreed, in addition to the  selection need to be reported using   bits, the selection of Ln for each TRP of selected N TRP is also needed.

Issue 1.3.2
We are OK to adding pv = 1/2 for v=1,2,3,4 considering some SLS results do show good gain on that. As the overhead issue, proper parameter combination design can be helpful to control the whole overhead.

Proposal 1.E
Support.

Issue 1.8
We are positive for this enhancement. But considering the workload, it should be at low priority.

	Vivo
	Proposal 1.A.2
Support.

Proposal 1.B.1
Support

Issue 1.3.1
We don’t support beta=1, which causes too much overhead.

Proposal 1.E
We don’t support. In Round 0, we have demonstrated that non-rectangular design (Alt 2) can bring large gain in terms of Overhead-Throughput curve. Hence we think more evaluation is needed to decide whether Alt 1 or Alt 2 is supported.

Proposal 1.G
Support

Issue 1.8
We don’t support to add these new parameters. 
· Delay offset can be derived from FD basis report.
Frequency and phase offset can be derived from FD basis and associated coefficients.

	MediaTek
	Proposal 1.A.2
For higher value of NN1N2, i.e., NN1N2>16, the proposed reporting requires high memory requirement to define the combinatorial table for C(x,y). Our preference is to report individual Ln in CSI part 1 and report individual  in CSI part 2, even though it may cause a slight increase in CSI part 1 overhead
[Mod: Correct, please check the updated proposal]
Question 1.3.1 and 1.3.2
In general, we are fine to list  and  for rank 3,4 as candidate values and further select appropriate parameter combinations. However, we have slight concern on the ultimate utility of any combination involving .

Proposal 1.G
Support

Question 1.8
How this study can be carried out is unclear to us, since a frequency-selective phase offset essentially means that the TRPs have a timing misalignment, and such timing error evaluation scenarios have not been discussed/agreed. Given the scope of coherent transmission among TRPs, we have similar view as Samsung to defer this study to future release. 

	NEC
	Proposal 1.A.2
Regarding the large overhead for , we prefer reporting  per selected TRP. and as discussed in previous input, we think the design of SD basis selection should also be jointly considered with the agreed bitmap for TRP selection. For a selected TRP, the number of SD basis should be non-zero, and there is no need of freely combination of  values for the selected TRPs. So the total number should be ,. In other words, for a given number of selected TRPs , there is only limited candidates for combination of  (also considering Ln parameters include the legacy candidate values, i.e. {2,4,6} ), consequently, the overhead of SD basis selection hypotheses can be reduced. For example, if , and , then the candidates for combination of  will be one of {4,2}, {2,4} or {2,2}. And for example, if , and , then the candidate for combination of  will only be {2,2}.
And a further updated proposal is suggested as:
Updated Proposal 1.A.2: On the Type-II codebook refinement for CJT mTRP, regarding the SD basis selection, a parameter Lmax is gNB-configured via higher-layer (RRC) signaling such that 
· A candidate combination values of {} for the N selected TRPs is reported in CSI part 1.
· The supported candidate values for each of the Ln parameters include the legacy candidate values, i.e. {2,4,6}
· FFS (by RAN1#112, as a part of Parameter Combination issue): Whether all possible combinations of (L1, ..., LN) values (hence candidate values of Ltot) are supported for a given value of Lmax
· FFS (by RAN1#112, as a part of Parameter Combination issue): Whether the candidate values for (L1, ..., LN) are gNB-configured via higher-layer (RRC) signaling 
· Following the legacy design, the SD basis selection for all the N selected TRPs is indicated in CSI part 2 using a combinatorial indicator comprising  hypotheses.
[Mod: Thanks. Please check the revised proposal which should achieve the same goal as yours]
Proposal 1.B.1:
We prefer to confirm the WA to support Alt 3.

Proposal 1.G:
Support

	Mod V15
	Revision on proposal 1.A.2 based on inputs
Re 1.A.2, I am trying to accommodate Alt4 over Alt1 even if it has unclear majority and unclear benefit. 
Keep in mind that the main goal for the next meeting is to finalize UCI design and Parameter Combination. Unless the details for Ln and candidate values are finalized, this goal is impossible to achieve.
If, after discussion, companies persist in proposing to keep details FFS, I will fall back to Alt1. 
It is important that we finalize the details of Ln signaling and Ln candidate values. I am sure the group can cooperate and understand.

	Intel
	Proposal 1.A.2:
We also see some issue with complexity/memory for the combinatorial coefficients. We are fine to agree on this approach as a working assumption and discuss if there is an issue later. 

Proposal 1.B.1:
We are fine.

Proposal 1.E:
Support

Proposal 1.G:
Agree



	OPPO
	Proposal 1.A.2:
We are fine with Alt.4. For the report of Ln, we think reporting of Ln and    respectively can be a solution which may reduce the overhead in CSI part 2. 

Proposal 1.B.1:
Support.

Issues 1.3.1 and 1.3.2
We also have concern on the overhead, and we don’t think further value is needed. 

Proposal 1.E:
Support.

Proposal 1.G:
Support.

Issue 1.8
We also think it would be too late to add new parameters at this stage. 


	Nokia/NSB
	Proposal 1.A.2
As pointed out by MediaTek and others, we also have concern on the excessive overhead and spec impact of the proposed signalling. For 32 ports, that’s up to 58 bits for N=4 and L_n=6

Proposal 1.B.1
Fine

Question 1.3.1
 is already configurable in Rel17-Type-II, so we are fine to consider it as a candidate value for Rel-17-Type-II-CJT

Proposal 1.G
Ok

	Samsung
	On Proposal 1.A.2:

Our preference is still Alt 1, but if we go to the direction of Alt4, the current updated proposal looks requiring revision. {Ln} for the first N-1 TRPs can be varying (and are not needed given Ltot is reported) so we cannot guarantee the fixed payload size of CSI part 2.  If {Ln} needs to be indicated, it should be in CSI Part 1 (so that a fixed size of payload for SD beam selection is guaranteed in CSI part 2). Regardless of Alt1/Alt4, we prefer to keep only legacy value candidates for Ln, i.e.,  and prefer a joint indicator of {Ln} since it can reduce indication overhead.   
[Mod: Please check revised version]

	AT&T
	Proposal 1.A.2
Support

Proposal 1.B.1
We are fine

Proposal 1.E:
Support.

Proposal 1.G:
Support


	NEC2
	Proposal 1.A.2:

Regarding the current direction of Alt 4, we share similar view with Samsung, that joint indicator of {} from several possible candidates (based on the legacy values for ) is preferred, which can save indication overhead compared with reporting   or  per selected TRP.
[Mod: Please check revised version]

	CATT
	Proposal 1.A.2:
The SD basis for all the selected CSI-RS resources is indicated with  hypotheses, not just the first N-1 resources.
[Mod: Please check revised version]
Proposal 1.B.1
Do not support the proposal.

Proposal 1.E:
Support.

Proposal 1.G:
Support. We don't need special design for N = 3 and N = 4.

Issue 1.8:
Do not support. The delay/frequency difference across TRPs can be reported by FD basis offset which we have already agreed to study.



	Xiaomi
	Proposal 1.A.2: we slightly prefer Alt 1 since it has minimum spec impact and can reduce the UE complexity. 
While for Alt 4, as for the first sub-bullet, since it is possible that some combinations of (L1, ..., LN) values can be configured by gNB or predefined, different from report the total value directly, it is also possible to report the combination index. For the second sub-bullet, it is also possible to indicate the SD basis selection for each TRP separately.
[Mod: Please check revised version]
Issue 3.2: pv = 1/2 for v=3,4 may increase the overhead significantly. If obvious performance gain can be archived, it is better to use it combined with smaller values of other parameters, e.g., smaller β to make sure the overhead is not increased largely. 

Proposal 1.B.1: if there is no performance gain, we are fine to revert the WA

Proposal 1.E: support

Proposal 1.G: discuss after 1.B.1

	Qualcomm
	Proposal 1.A.2:
From progress and completeness perspective, editorial change suggestion based on Mod V15:
	Proposal 1.A.2: On the Type-II codebook refinement for CJT mTRP, regarding the SD basis selection, a parameter Lmax is gNB-configured via higher-layer (RRC) signaling such that 
· The total value  reported in CSI part 1
· This does not exclude implicitly reporting  via the NTRP-bit bitmap
· [bookmark: OLE_LINK1]Following the legacy design, for the first (N-1) selected CSI-RS resources, the SD basis selection for the n-th selected CSI-RS resource is indicated in CSI part 2 using a combinatorial indicator comprising  codepoints.
· The Ln value(s) for the first N-1 selected CSI-RS resources are reported in CSI part 1
· The value of  is inferred from 
· The supported candidate values for each of the Ln parameters include the legacy candidate values, i.e. {2,4,6}
· FFS (by RAN1#112, as a part of Parameter Combination issue): Whether all possible combinations of (L1, ..., LN) values (hence candidate values of Ltot) are supported for a given value of Lmax
· FFS (by RAN1#112, as a part of Parameter Combination issue): Whether the candidate values for (L1, ..., LN) are gNB-configured via higher-layer (RRC) signaling 
· Following the legacy design, for all selected N CSI-RS resources, the SD basis oversampling group for one CSI-RS resource is indicated in CSI part 2 using an indicator comprising O1O2 codepoints.




[Mod: Please check revised version]

	LG
	Proposal 1.A.2
We don't support this direction and we share the same view with Samsung and CMCC regarding the fact that SD basis has long therm characteristic. Therefore, we don't need to support dynamic selection of SD basis and Alt 1 is sufficient and simiple without addtional PMI overhead. Also we have same understanding with Spreadtrum regarding the UE complexity for Ln determination. Give that CJT codebook already requires large compelexity, we don't support increasing complexity more for such optimization.  

Proposal 1.B.1
2 companies shows performance gain of Alt 3 so we don't see the reason not to support Alt 3.

Issue 1.8
we share the same view with MTK,vivo,oppo and Samsung.


	vivo
	Proposal 1.A.2
We have some trouble to understanding how this proposal works. One issue is how to determine Ln, which is used to calculate the payload of each   in Part 2. Now in the proposal we only have Ltot reported in Part 1. Then considering this, we should report Ln in Part 1, correct? If we reported Ln in Part 1, how can we determine the payload of Ln of all the N resources considering now N changes in Part 1 based on the NTRP-bit bitmap? If we go this way, we need extra design to figure out all these aspects? For the original proposal, we don’t have all these issues although it may cause higher overhead in part 2. The original design is actually simpler.
[Mod: Please check revised version]

	Fraunhofer IIS/HHI
	Proposal 1.A.2

We still prefer Alt1. Alt3 is an over-optimization in our view as well as complexity and spec impact are significantly higher compared to Alt1.

Proposal 1.B.1
Support.

Issues 1.3.1
We have some concerns on the overhead and think beta=1 is not needed.

Proposal 1.E:
Support.

Issue 1.8: In general, we are supportive to study this issue. However, due to the additional workload, we prefer to defer the study to Rel. 19.



	ZTE2
	Proposal 1.A.2:
Based on current input, we do not see why we still need to report L_tot, if the Ln is individual reported for each CSI-RS. So, we suggest to remove the first bullet, and simplify the behaviour of individual report of Ln, and then the L total can be inferred separately.

Proposal 1.A.2: On the Type-II codebook refinement for CJT mTRP, regarding the SD basis selection, a parameter Lmax is gNB-configured via higher-layer (RRC) signaling such that 
· Following the legacy design, for each of the selected CSI-RS resources, the SD basis selection for the n-th selected CSI-RS resource is indicated in CSI part 2 using a combinatorial indicator comprising  codepoints.
· The value of  is inferred from 
· The supported candidate values for each of the Ln parameters include the legacy candidate values, i.e. {2,4,6}
· FFS (by RAN1#112, as a part of Parameter Combination issue): Whether all possible combinations of (L1, ..., LN) values (hence candidate values of Ltot) are supported for a given value of Lmax
· FFS (by RAN1#112, as a part of Parameter Combination issue): Whether the candidate values for (L1, ..., LN) are gNB-configured via higher-layer (RRC) signaling 
[Mod: Please check revised version]

	Mod V28
	Revised proposal 1.A.2 per inputs
Re 1.A.2, I am trying to accommodate Alt4 over Alt1 even if it has unclear majority and unclear benefit. 
Keep in mind that the main goal for the next meeting is to finalize UCI design and Parameter Combination. Unless the details for Ln and candidate values are finalized, this goal is impossible to achieve.
If, after discussion, companies persist in proposing to keep details FFS, I will fall back to Alt1. 
It is important that we finalize the details of Ln signaling and Ln candidate values. I am sure the group can cooperate and understand.

	Huawei, HiSilicon
	For proposal 1.A.2:
· For the original proposal with the combinatorial indicator comprising  codepoints, the overhead for SD selection may not increase significantly. Even for 32 ports, N=4 and Ltot = 4*6, joint SD selection indication needs 58bits and independently SD selection indication needs 4*13=52bits. Implicitly indication for Ln can be achieved by adding only 6bits in CSI part II, which is much simpler and straightforward.
· Similar view with Vivo and QC on indication of Ln, if the SD basis section per TRP is indicated independently, the {Ln, n=1…N} values should be reported in CSI part I to determine overhead of SD selection in part II. Then there’s no need to report Ltot in CSI part I additionally. This is more straightforward and simpler. We can also consider a joint indication of {Ln} within predefined candidate combinations.
· For the second bullet, the selection indicator for N-th CSI-RS resources is still needed, otherwise, the selection is not known to gNB.
[Mod: Based on your above comments, the current 1.A.2 should be fine for Huawei. Added Huawei on support]

For proposal 1.B.1, there’s about 2~3% gain for mean UPT and ~4% gain for edge for inter-site scenarios, we prefer to confirm the working assumption, which is helpful for cases that received power between TRPs are large.

For issue#1.8, we support to consider the problem large delay spread between TRPs, which makes the frequency selectivity more severe and degrades network performance. We proposed to consider larger R to resolve this issue, if there’s concern over larger R, the report of delay difference should be considered.


	Mod V31
	No revision

	Samsung
	Proposal 1.A.2

We suggest minor editorial changes below, if we go to this direction.
Proposal 1.A.2: On the Type-II codebook refinement for CJT mTRP, regarding the SD basis selection, a parameter Lmax is gNB-configured via higher-layer (RRC) signaling such that 
· The selected values of {L1, ..., LN} are reported in CSI part 1 using a joint indicator where the codepoints comprise all the supported combinations of candidate values, for a given  and .
· Following the legacy design, the SD basis selection for the n-th (n=1,...,N) selected CSI-RS resource is indicated in CSI part 2 using a combinatorial indicator comprising  codepoints.
· The supported candidate values for each of the Ln parameters include the legacy candidate values, i.e. {2,4,6}
· FFS (by RAN1#112, as a part of Parameter Combination issue): Whether all possible combinations of (L1, ..., LN) values (hence candidate values of Ltot) are supported for a given value of Lmax
· FFS (by RAN1#112, as a part of Parameter Combination issue): Whether the candidate values for (L1, ..., LN) are gNB-configured via higher-layer (RRC) signaling 
· Following the legacy design, for all the selected N CSI-RS resources, the SD basis oversampling group for each CSI-RS resource is indicated in CSI part 2 using an indicator comprising O1O2 codepoints.


	CATT
	Proposal 1.A.2
Revision from Samsung is ok to us.

In addition, we have the following suggestion for modification of the second FFS bullet to make it aligned with revision made by Samsung:
FFS (by RAN1#112, as a part of Parameter Combination issue): Whether the supported combinations of candidate values for (L1, ..., LN) are gNB-configured via higher-layer (RRC) signaling


	Mod V38
	Revised 1.A.2 after offline session. Added backup proposal 1.A.3

	Mod V39
	Added conclusion 1.C.1 and proposal 1.C.2

	AT&T
	Proposal 1.A.2
We have concerns about Proposal 1.A.3 (Alt1) as the Ln determined by gNB configuration may not be adequate for the optimization of interference & MU-MIMO performance. For example, the SLS results from Qualcomm (R1-2212101) show relatively high UPT gain (5.5% to 24%) for UE-determined Ln, therefore performance loss can potentially be significant with Alt1!

	Mod V46
	No revision

	OPPO
	For Proposal 1.A.2 and 1.A.3, our preference is 1.A.2.

For Proposal 1.C.2, we can follow the majority considering the PMI overhead is comparable to the legacy Rel-16/17.


	NTT DOCOMO
	For Proposal 1.A.2 and 1.A.3, now our first preference is 1.A.3 considering its simplicity.
Support conclusion 1.C.1 and proposal 1.C.2.
And we add DCM in the table for issue 1.8.

	Lenovo
	Issue 1.1:
Proposal 1.A.2 in our opinion is now unnecessarily complicated. In our understanding, the UCI allocation is usually designed based on a worst-case scenario NLmax, and hence the CSI feedback overhead savings based on UE reporting would not be realized. 
[Mod: This is a valid point]
Given that, our preference is Proposal 1.A.3

	Mod V51
	No revision

	Huawei, HiSilicon
	For issue #1.1, 
With further checking, the legacy Rel-17 PS codebook is to select  ports out of  ports, so following the legacy, some update is needed. The update is because for Rel-16 N1N2 =  and Rel-17 uses   ports instead of N1N2. The update is because for Rel-17 the Ln= .

Proposal 1.A.2: On the Type-II codebook refinement for CJT mTRP, regarding the SD basis selection, a parameter Lmax is gNB-configured via higher-layer (RRC) signaling such that 
· The selected values of {L1, ..., LN} are reported in CSI part 1 using a joint indicator where the codepoints comprise all the supported combinations of candidate values, for a given  and .
· Following the legacy design, the SD basis selection for the n-th (n=1,...,N) selected CSI-RS resource is indicated in CSI part 2 using a combinatorial indicator selected from a set of  codepoints.
· The supported candidate values for each of the Ln parameters include the legacy candidate values, i.e. {2,4,6} for Rel-16 based refinement, and  where  for Rel-17 based refinement
· FFS (by RAN1#112, as a part of Parameter Combination issue): Whether all possible combinations of (L1, ..., LN) values (hence candidate values of Ltot) are supported for a given value of Lmax
· FFS (by RAN1#112, as a part of Parameter Combination issue): Whether the supported combinations of candidate values for (L1, ..., LN) are gNB-configured via higher-layer (RRC) signaling 
Following the legacy design, for all the selected N CSI-RS resources, the SD basis oversampling group for each CSI-RS resource is indicated in CSI part 2 using an indicator selected from a set of O1O2 codepoints.

(Backup) Proposal 1.A.3: On the Type-II codebook refinement for CJT mTRP, regarding the SD basis selection, each of the {Ln, n=1, ..., N} is gNB-configured via higher-layer (RRC) signaling.
· The supported candidate values for each of the Ln parameters include the legacy candidate values, i.e. {2,4,6} for Rel-16 based refinement, and  where  for Rel-17 based refinement
· FFS (by RAN1#112, as a part of Parameter Combination issue): Whether all possible combinations of (L1, ..., LN) values are supported 
Following the legacy design, for all the selected N CSI-RS resources, the SD basis oversampling group for each CSI-RS resource is indicated in CSI part 2 using an indicator selected from a set of O1O2 codepoints.

For #1.3.2, we support to introduce pv=1/2 for v=1,2,3,4. However, to proposal 1.C.2, with multiple TRP cooperation, it’s straightforward that multiple time of per TRP overhead is used. So our understanding is that the per-TRP overhead is comparable to legacy overhead.

We are fine to proposal 1.G.


	Sony
	Proposal 1.A.2: Support. We are also okay with Huawei’s update.
Proposal 1.E: Support.
Proposal 1.G: Support.

	Mod V56
	Revision of proposal 1.A.2 after some inputs from companies as a compromise from both ALT1 and ALT4 


	Xiaomi
	For proposal 1.A.2 and 1.A.3, we slight prefer 1.A.3 because of simplicity and for proposal 1.A.2, we are not sure it can really reduce the signalling overhead if fixed payload size must be guaranteed. 

Conclusion 1.C.1: support
Proposal 1.C. 2: support

	Qualcomm
	Proposal 1.A.2
This new V56 version changed quite a lot compared with what we got at yesterday’s offline, and main big changes are:
1. gNB-configured value combinations of {L1, ..., LNTRP} is change from FFS to agreed.
2. NL=1 (also meant to be agreed) basically is Alt1, and simply revert the direction of the previous agreement.
The benefit of across-TRP sorting out the first Ltot strongest digital beams is nearly impossible to be reaped with small NL. At least according to previous proposal 1.A.2 version, the first Ltot relatively-stronger beams can still be ensured, with some slight restriction of restricting Ln={2,4,6} – as a compromise)
Besides, from UE implementation perspective, we don’t think this sorting increase UE complexity. The sorting function anyway has to be implemented (to sort out first strongest K0 NZCs, and K0 would be larger than Ltot)
In my opinion, despite performance difference, from “over-optimization” (according to some comments) perspective, either Alt1 or Alt4 are not over-optimized, but this gNB-configured value combinations of {L1, ..., LNTRP} seems perfectly fit this comment, and only to increase some unnecessary RRC signaling.

My suggestion is simply to still keep the above two big changes FFS, and a simple and good way is to go back to what we got at yesterday’s offline (some small updates are fine e.g. Lmax based on UE capability, just like Rel-16):
	Proposal 1.A.2: On the Type-II codebook refinement for CJT mTRP, regarding the SD basis selection, for a configured value of NTRP, a set of NL combinations of values for {L1, ..., LNTRP} is gNB-configured via higher-layer (RRC) signaling a parameter Lmax is gNB-configured via higher-layer (RRC) signaling such that 
· When NL>1, the selected combination of The values for {L1, ..., LNTRP} is reported in CSI part 1 using an indicator (including the agreed NTRP-bit bitmap), selected from the NL configured combinations
· NL =1 is one of the supported candidate values 
· FFS: Other supported value(s) of NL, and its respective UE capability
· FFS (by RAN1#112, as a part of Parameter Combination issue): Whether the indicator for {L1, ..., LNTRP} are supported combinations of candidate values configured by gNB via higher-layer (RRC) signaling 
· FFS: UE capability for  where 
· Following the legacy design, the SD basis selection for the n-th (n=1,...,N) selected CSI-RS resource is indicated in CSI part 2 using a combinatorial indicator selected from a set of   codepoints where, for Rel-16-based refinement PCSI-RS = N1N2.
· The supported candidate values for each of the Ln parameters include the legacy candidate values, i.e. {2,4,6} for Rel-16-based refinement, and  where  for Rel-17-based refinement
· Following the legacy design, for all the selected N CSI-RS resources, the SD basis oversampling group for each CSI-RS resource is indicated in CSI part 2 using an indicator selected from a set of O1O2 codepoints.




[Mod: This proposal is not agreeable to many ALT1 companies. The current proposal is the best possible compromise that still allows UE-selected Ln – which is the essence of ALT2/4. ]


	Mod V60
	No revision



2.2 Issue 2: Type-II codebook refinement for high/medium UE velocities (with time/Doppler-domain compression)

Table 3A Summary: issue 2
	#
	Issue
	Companies’ views

	2.1
	[109-e] Agreement
The work scope of Type-II codebook refinement for high/medium velocities includes refinement of the following codebooks, based on a common design framework:
· Rel-16 eType-II regular codebook
· Rel-17 FeType-II port selection (PS) codebook
FFS: Whether to prioritize/down-select from the two

Proposal 2.A: The Rel-18 Type-II codebook refinement for high/medium velocities comprises refinement of the following codebooks:
· Refinement of the Rel-16 eType-II regular codebook
· Refinement of the Rel-17 FeType-II port selection (PS) codebook, based on the same design details as the Refinement of the Rel-16 eType-II regular codebook, except for the supported set of parameter combinations
· Time-/Doppler-domain reciprocity is not assumed


Conclusion 2.A.2: For the Rel-18 Type-II codebook refinement for high/medium velocities, there is no consensus on supporting the refinement based on the Rel-17 FeType-II port selection (PS) codebook. Therefore, only the refinement based on the Rel-16 eType-II regular codebook is supported.

FL Note: This proposal has been discussed since RAN1#110 and needs conclusion. Since many companies voice concern on supporting the refinement based on Rel-17 FeType-II PS, conclusion 2.A.2, merely stating the fact, is inevitable.

	Support (equal priority for) both Rel-16 eType-II and Rel-17 FeType-II: Huawei/HiSi, ZTE (Rel-16 first), Fraunhofer IIS/HHI
· Concern: vivo, Lenovo, LG, Apple, DOCOMO, Spreadtrum

Down-select to only Rel-16 eType-II or Rel-16 with higher priority:  Apple, DOCOMO, MediaTek, NEC, Xiaomi, Samsung, Lenovo, Intel (if Rel-17, no DD reciprocity), Xiaomi. Qualcomm, Apple, DOCOMO, Ericsson, Nokia/NSB, LG, Spreadtrum, CMCC, vivo, OPPO, Google, Sharp, IDC 

Proposal 2.A:
· Support/fine: IDC, ZTE, Huawei/HiSi, Fraunhofer IIS/HHI
· Concern on Rel-17: vivo, LG, Apple, DOCOMO, Spreadtrum, Qualcomm, Lenovo, Nokia/NSB, OPPO, Google, [NEC]


	2.2.1
	[111] Agreement
For the Rel-18 Type-II codebook refinement for high/medium velocities, 
· For PMI, DD unit duration of d (in slots) is the duration associated with each of the N4 W2 matrices (combining coefficients before DD compression at the UE, or after DD de-compression at the gNB). 
· TBD (by RAN1#111): The time instance and/or PMI(s) in which a CQI is associated with, given the CSI reporting window WCSI (in slots), and the number of CQI(s) X included in a CSI report 


Proposal 2.B.3: For the Rel-18 Type-II codebook refinement for high/medium velocities, regarding the time instance and/or PMI(s) in which a CQI is associated with, given the CSI reporting window WCSI (in slots), assuming 1 CQI in one sub-band and one CSI reporting instance, down-select (by RAN1#112) one from the following alternatives:
· Alt1. The CQI is associated with the entire duration of the CSI reporting window and all the N4 W2 matrices 
· Alt2A. The CQI is associated with the first/earliest slot of the CSI reporting window and the first/earliest of the N4 W2 matrices 
· Alt2B.  The CQI is associated with the first/earliest d slots of the CSI reporting window and the first/earliest one of the N4 W2 matrices
Note: The N4 W2 matrices represent the combining coefficients before DD compression at the UE, or after DD de-compression at the gNB

FL Assessment: Alt2 will introduce guaranteed large mismatch between CQI and PMI, intentionally violating the CQI calculation procedure used since Rel-8 LTE, i.e. CQI is calculated conditioned on PMI associated with the same duration. The gain from predicted PMI using Doppler codebook will most likely disappear since the NW doesn’t regard the CQI report with measurable fidelity for MCS determination (which ultimately reflects the system TP) associated with WCSI.
If the concern on Alt1 is the wide CSI reporting window to guarantee, e.g. 10% BLER, the support for multiple CQIs (X>1) will alleviate this so-called “burden”.

	Proposal 2.B.3:
· Support/fine:  Ericsson, Huawei/HiSi, Nokia/NSB, Samsung, ZTE, LG, Qualcomm, CATT, vivo, MediaTek, NEC, Intel, OPPO, LG, Fraunhofer IIS/HHI 
· Not support:


Early temperature check:
· Alt1: Samsung, Ericsson, Nokia/NSB Huawei/HiSi, Apple, Qualcomm (2nd pref, only if X=1), Fraunhofer IIS/HHI
· Alt2A: LG, Qualcomm, ZTE, CATT, Qualcomm (1st pref), MediaTek, NEC, Intel, Xiaomi, Google 
· Alt2B: Qualcomm (1st pref), Spreadtrum, MediaTek, NEC , Xiaomi


	2.2.2
	[111] Agreement
For the Rel-18 Type-II codebook refinement for high/medium velocities, 
· For PMI, DD unit duration of d (in slots) is the duration associated with each of the N4 W2 matrices (combining coefficients before DD compression at the UE, or after DD de-compression at the gNB). 
· TBD (by RAN1#111): The time instance and/or PMI(s) in which a CQI is associated with, given the CSI reporting window WCSI (in slots), and the number of CQI(s) X included in a CSI report 

Proposal 2.B.4: For the Rel-18 Type-II codebook refinement for high/medium velocities, decide by RAN1#112 whether including X>1 CQIs in one sub-band and one CSI reporting instance are supported
· If supported, also decide the value(s) of X and the time instance and/or PMI(s) in which a CQI is associated with, given the CSI reporting window WCSI (in slots)

FL Note: Some illustration to demonstrate different alternatives for further discussion
 



	Support/fine:  Lenovo, Samsung, Ericsson, ZTE, MediaTek (X>1 optional at most), Intel, OPPO, Nokia/NSB, Xiaomi, Google

Not support:




	2.3.1
	[111] Agreement 
For the Type-II codebook refinement for high/medium velocities, for N4>1, regarding the parameter Q, at least Q=2 is supported. 
· FFS: Whether Q=3 and/or Q=4 are also supported as other candidate value(s), as well as the supported Parameter Combination(s) 

Questions: Should the following additional values be supported for Q? (yes or concern)?
· Q=3
· Q=4 

Q=3: 
· Yes: Lenovo, Ericsson, ZTE, Qualcomm, NEC, OPPO, Fraunhofer IIS/HHI 
· Concern: Samsung, vivo (same perf as 2), MediaTek, Nokia/NSB
Q=4:
· Yes: Lenovo, Ericsson, ZTE, vivo, NEC, OPPO, Fraunhofer IIS/HHI
· Concern: Samsung, MediaTek, Nokia/NSB


Proposal 2.C.1: For the Type-II codebook refinement for high/medium velocities, for N4>1, regarding parameter Q, decide in RAN1#112 whether to support the additional values of 3 and/or 4

Support/fine: Ericsson, Samsung, OPPO
Not support:


	2.3.2
	[111] Agreement 
For the Type-II codebook refinement for high/medium velocities, the parameter δ (in slots) is gNB-configured via higher-layer (RRC) signalling from a set of the following candidate values:
· First candidate value: δ=0, 
· Two additional non-zero value(s)
· FFS: to be selected from 1, 2, 3, 4, 5, 6, and 8 

Question: Which of the two candidate values should be selected for δ>0 

1: 
· Yes: Samsung, MediaTek, Intel, Fraunhofer IIS/HHI
· Concern: 
2: 
· Yes: Samsung, Ericsson, ZTE, vivo, MediaTek, Intel, Fraunhofer IIS/HHI
· Concern: 
3:
· Yes: Ericsson, ZTE, MediaTek (2nd pref), Nokia/NSB, 
· Concern: Samsung 
4:
· Yes:  Ericsson, ZTE, vivo, MediaTek (2nd pref), Nokia/NSB
· Concern: Samsung
5:
· Yes:  Ericsson, ZTE, Nokia/NSB,
· Concern: Samsung
6: 
· Yes: Nokia/NSB,
· Concern: Samsung
8:
· Yes: 
· Concern: Samsung

Proposal 2.C.2: For the Type-II codebook refinement for high/medium velocities, regarding the parameter δ (in slots), support the additional value of 2
· FFS (by RAN1#112): For the last supported additional value, down select between 1, 3, 4, and 5
Support/fine: Ericsson, Samsung, OPPO, Lenovo, 
Not support:


	2.3.3
	[111] Agreement 
For the Type-II codebook refinement for high/medium velocities, the parameter N4 (length of DFT vector, unit-less) is gNB-configured via higher-layer (RRC) signalling at least from the following set of candidate values: {1, 2, 4} 
· FFS: If additional candidate value(s) of N4 are supported, e.g. 3, 5, 6, 8, 10, 16, 32, as well as the supported Parameter Combination(s)

Questions: Regarding N4
· Should at least one additional candidate value be supported?
· If so, which one(s)?
 
3:
· Yes: Samsung, NEC, OPPO
· Concern: 
5:
· Yes: ZTE, MediaTek, NEC
· Concern: OPPO
6:
· Yes: vivo, NEC
· Concern: OPPO
8:
· Yes: Samsung, Ericsson, vivo, MediaTek, NEC, Fraunhofer IIS/HHI, Xiaomi 
· Concern: OPPO
10:
· Yes: Ericsson, MediaTek, NEC
· Concern: OPPO
16:
· Yes: Ericsson, NEC, Fraunhofer IIS/HHI, Xiaomi
· Concern: OPPO
32:
· Yes: Ericsson, NEC, Fraunhofer IIS/HHI
· Concern: OPPO

Proposal 2.C.3: For the Type-II codebook refinement for high/medium velocities, regarding the parameter N4 (length of DFT vector, unit-less), support 8 as an additional candidate value
· FFS (by RAN1#112): Whether any of the following additional candidate values are supported: 3, 5, 16, 32
· The candidate values supported by UE are reported via UE capability (details can be discussed in UE feature). 

Support/fine: Ericsson, Samsung, OPPO, Xiaomi
Not support:


	2.3.5
	Proposal 2.C.5: For the Type-II codebook refinement for high/medium velocities, regarding the parameter d (in slots), 
· Support at least the following candidate value:  
· If the configured CMR is P or SP-CSI-RS, this candidate value is the periodicity of the CSI-RS,
· If the configured CMR is AP-CSI-RS, this candidate value is the configured value of m parameter
· FFS: Whether in the above two cases, the number of slots between the last CSI-RS occasion no later than the legacy reference resource and the starting of WCSI window shall be integer multiples of d slots.
· In addition, support d=1
· FFS: Whether additional candidate value(s) of d are supported, e.g. d<m, d>m, 
If more than one candidate values of d are supported, the value of d is gNB-configured via higher-layer (RRC) signalling 

Support/fine: MediaTek, [Xiaomi (no d=1)], vivo, Fraunhofer IIS/HHI, Apple, NEC, Samsung (support 1 too), Lenovo (no p<m), Google, Spreadtrum, Nokia/NSB, OPPO, Qualcomm, CMCC, Intel, IDC, Huawei/HiSi (support 1 too), CATT, Ericsson (d=1), ZTE (d=1), LG (d=1)

Concern:

Question: For ZTE, LG, Ericsson, please propose some possible changes to resolve your concern and see if it is agreeable to other companies (note that the above proposal is supported by super-majority)


	2.3.6
	[111] Agreement 
For the Type-II codebook refinement for high/medium velocities, the parameter K (the number of AP-CSI-RS resources for the CMR) is gNB-configured via higher-layer (RRC) signalling at least from the following set of candidate values: {4, 8}
· FFS: If additional candidate value(s) of K are supported, e.g. 5, 12, 16, also taking into account other use cases (e.g. for training filter coefficients, prediction or performance monitoring) and TDD
 
Questions: Regarding K
· Should at least one additional candidate value be supported?
· If so, which one(s)?
 
5:
· Yes: ZTE, MediaTek
· Concern: Xiaomi 
10:
· Yes: MediaTek
· Concern: Samsung, Xiaomi
12:
· Yes: vivo, Huawei, HiSilicon
· Concern: Samsung, Xiaomi
16:
· Yes: vivo
· Concern: Samsung, Xiaomi

Proposal 2.C.6: For the Type-II codebook refinement for high/medium velocities, regarding the parameter K (the number of AP-CSI-RS resources for the CMR), support 5 as an additional candidate value

[Conclusion 2.C.6: For the Type-II codebook refinement for high/medium velocities, regarding the parameter K (the number of AP-CSI-RS resources for the CMR), there is no consensus in supporting additional candidate value(s).]

Support/fine: Ericsson, OPPO
Not support: Samsung, Lenovo, Huawei/HiSi (6 is not included), Xiaomi, vivo 


	2.3.7
	[111] Agreement 
For the Type-II codebook refinement for high/medium velocities, the parameter m (offset between two AP-CSI-RS resources for the CMR, in slots) is gNB-configured via higher-layer (RRC) signalling from the following set of candidate values: {1, 2}
· FFS: Whether 4, 5, 8, 12, and/or 16 are also supported as other candidate value(s)

Questions: Regarding m
· Should at least one additional candidate value be supported?
· If so, which one(s)?

4:
· Yes: MediaTek, Huawei, HiSilicon
· Concern: Lenovo, Samsung, Xiaomi
5:
· Yes: MediaTek, Huawei, HiSilicon
· Concern: Lenovo, Samsung, Xiaomi
8:
· Yes: 
· Concern: Lenovo, Samsung, Xiaomi 
12:
· Yes: 
· Concern: Lenovo, Samsung, Xiaomi 
16:
· Yes: 
· Concern: Lenovo, Samsung, Xiaomi 

Conclusion 2.C.7: For the Type-II codebook refinement for high/medium velocities, regarding the parameter m (offset between two AP-CSI-RS resources for the CMR, there is no consensus in supporting additional candidate value(s). 

Support/fine: Ericsson, Samsung, OPPO, Xiaomi
Not support: Huawei/HiSi


	2.5
	[111] Agreement
For the Type-II codebook refinement for high/medium velocities, regarding the bitmap(s) for indicating the locations of the NZCs, support the following:
· Q different 2-dimensional bitmaps are introduced for indicating the location of the NZCs, where the qth (q=1,…., Q) 2-dimensional bitmap corresponds to qth selected DD basis vector
· The number of selected DD basis vectors is denoted as Q
· This implies that for each layer, the location of NZCs in SD-FD can be different for different selected DD basis vectors.
FFS: Further overhead reduction on bitmap(s)
FFS: Whether the number of NZCs is upper bounded across all DD basis vectors or per DD basis vector

Proposal 2.E.2: For the Type-II codebook refinement for high/medium velocities, regarding the bitmap(s) for indicating the locations of the NZCs, down-select one from the following alternatives: 
· Alt1. Q different 2-dimensional bitmaps where each bitmap reuses the legacy design i.e. the size of the bitmap for each selected DD basis vector is 2LMv 
· Alt2. Q different 2-dimensional bitmaps where each bitmap reuses the legacy design and further compressed using source-coding (e.g Huffman code
· Alt3A: A single 2-dimensional bitmap of size  to report the selected  pairs of FD basis vector and DD basis vector and a single 2-dimensional bitmap of size  for indicating the location of the NZCs, where each row corresponds to a selected SD basis vector and each column corresponds to one of the selected  pairs of FD basis vector and DD basis vector.
· Alt3B: A single 2-dimensional bitmap of size  to report the selected  pairs of SD components and DD basis vector and a single 2-dimensional bitmap of size  for indicating the location of the NZCs, where each row corresponds to a selected FD basis vector and each column corresponds to one of the selected  pairs of SD component and DD basis vector.
· Alt3C: A single 2-dimensional bitmap of size  to report the selected  pairs of SD component and FD basis vector and a single 2-dimensional bitmap of size  for indicating the location of the NZCs, where each row corresponds to a selected DD basis vector and each column corresponds to one of the selected  pairs of SD component and FD basis vector.
· Alt4. A bitmap that includes bits associated with the set of {(, ,)} with , where  is the threshold that can be configured by gNB,  ,  and  denotes a reference SD basis index and a reference FD basis index and a reference DD basis index associated with SCI, respectively.

	Proposal 2.E.2:
· Support/fine:  OPPO, Samsung, Apple, Fraunhofer IIS/HHI, Qualcomm. Intel, Lenovo, MediaTek, Nokia/NSB, Fraunhofer IIS/HHI, Xiaomi
· Not support:


Early temperature check:
· Alt1: OPPO, Samsung, Apple, Lenovo, Spreadtrum, NEC, Intel, Nokia/NSB, Google 
· Alt2: Intel
· Alt3A/B/C: Fraunhofer IIS/HHI, Qualcomm (study), Lenovo
· Alt4: 
vivo

	2.9
	[110bis-e] Agreement
For the Rel-18 Type-II codebook refinement for high/medium velocities, support the following codebook structure where N4 is gNB-configured via higher-layer signaling:
· For N4=1, Doppler-domain basis is the identity (no Doppler-domain compression) reusing the legacy , , and , e.g. 
· For N4>1, Doppler-domain orthogonal DFT basis commonly selected for all SD/FD bases reusing the legacy  and , e.g. 
…

Proposal 2.I.1: For the Rel-18 Type-II codebook refinement for high/medium velocities, on the  quantization scheme when N4>1, reuse the following components of the legacy per-coefficient quantization scheme: 
· Alphabets for amplitude and phase
· Quantization of phase and quantization of differential amplitude relative to a reference, reference amplitude (with SCI determining the location of one reference amplitude), where the reference is defined for each layer and each “group” of coefficients 


Proposal 2.I.2: For the Rel-18 Type-II codebook refinement for high/medium velocities, on the  quantization scheme when N4>1, for each layer:
· One (common) SCI (Strongest Coefficient Indicator) applies across all Q selected DD basis vectors
· One group comprises one polarization across all Q selected DD basis vectors (Cgroup,phase=1, Cgroup,amp=2)
· For the amplitude group other than the group associated with the SCI, the reference amplitude is reported

	Proposal 2.I.1:
· Support/fine: Xiaomi, ZTE, Qualcomm, MediaTek, OPPO, Samsung, Qualcomm, vivo, NEC, Nokia/NSB, Google
· Not support: Lenovo (next meeting), Intel (next meeting), 


Proposal 2.I.2:
· Support/fine: Xiaomi, ZTE, Qualcomm, MediaTek, OPPO, Samsung, Qualcomm, vivo, NEC, Google
· Not support: Lenovo (next meeting)

	
	
	



Table 3B Type II Doppler: summary of observation from SLS
	Company
	SLS results

	
	Issue #
	Metric
	Observation

	Huawei/HiSi
	2.3 (W_CSI, K, m)
	UPT
	· it can be observed that 15% performance gain for R17 FeTypeII codebook and 12% performance gain for R16 eTypeII codebook can be achieved when the value of WCSI is 40ms
· For both R17 FeTypeII codebook and R16 eTypeII codebook, it can be observed that with larger value of K, the performance gain will be larger.
· For different values of m with same values of CSI-RS resource and CSI feedback period, it can be observed that smaller value of m decreases performance gain compared with larger value of m

	
	2.5
	(Separate) UPT, overhead
	· With similar performance, Alt 1A has 17%~42% less bitmap size compared with Alt 1both R17 FeTypeII codebook and R16 eTypeII codebook.
· With aligned feedback overhead (bitmap + oefficient), Alt2 has 2% performance loss compared with Alt1 for R17 FeTypeII codebook, and Alt2 has 1% performance loss compared with Alt1 for R16 eTypeII codebook

	ZTE
	2.3 (Q, L, pv)
	UPT vs overhead (rank1)
	· In terms of average UPT, the cases of Q=3, 4 and 5 can bring significant performance gains over the baseline of Q=2
· With the increase of L from 2 to 4, average UPT can have significant improvement
· Performance gain of having pv=1/2 over pv=1/4 is relevant to the case with high value(s) of Q (e.g., Q=4 or 5)

	
	2.5
	UPT vs overhead
	· It can observe that, Alt1b outperforms Alt1a and Alt2, and the performance gain can be improved with the increase of report overhead

	
	2.6
	UPT
	· For the Rel-18 Type-II codebook refinement for high/medium velocities, reporting a CQI list based on a duration time might be unnecessary

	Vivo
	2.3 (Q, N4)
	SE gain
	· Q = 4 brings measurable performance gain compared with Q=2, but the gain is not large.
· The gain of Q=3 compared with Q=2 is negligible.

	CATT
	2.6
	UPT
	· 2 CQIs in a CSI report have limited performance gain compared with 1 CQIs. 
· More than 2 CQIs in a CSI report have no performance gain compared with 2 CQIs

	OPPO
	2.6
	UPT
	· First of all, CQI prediction in time domain reporting can be beneficial for system, some gain is observed in our result. In our view, X = 1 and X > 1 can be support

	
	2.3 (Q, beta, N4, K, m)
	UPT
	· Q>2 does not show clear performance gain, but may cost large bitmap overhead.
· K_0=β2LMQ does not show better performance-overhead tradeoff.
· Large N4 bring marginal gain at cost of high UE complexity.
· K = {4, 8} and m={1,2,4} is feasible.

	
	2.5
	UPT vs overhead
	· DD-basis-common per-layer 2-dimensional bitmap decrease performance, particularly at low overhead.

	Fraunhofer
	2.3 (Q)
	UPT
	· The throughput gain of the enhanced Type II CB increases with increasing number of DD components for different W_CSI values

	
	2.5
	UPT
	· For smaller number of SD-FD pairs, Alt 2 results in a throughput loss of 1.5% compared to Alt 1 with a feedback overhead reduction of 35 bits. 
· For larger number of SD-FD pairs. Alt 2 results in a similar throughput to that of Alt 1, however with only a minor feedback reduction of 7 bits for 16 SD-FD pairs and an overhead increase of 13 bits for 24 SD-FD pairs

	Samsung
	2.3 (Q, beta, d)
	UPT vs overhead
	· UPT vs overhead trade-off for Q>2 is worse than that for Q=2
· Weak coefficients increase overhead, but don’t provide UPT gain ( beta can be small)
· d=1 achieves better UPT vs overhead trade-off than d=5

	
	2.6
	UPT vs overhead
	· 2 CQIs can achieve better UPT vs overhead trade-off than one CQI (up to 2% gain in avg. UPT gain)
· The order of the overall UPT vs overhead trend is 2 CQIs > 4 CQIs ~ per slot CQI > 1 CQI

	Qualcomm
	2.5
	(Separate) UPT, overhead
	· 2-stage (2LM+K0,SD&FDQ)-bit bitmap achieves same average throughput as 2LMQ-bit 3D bitmap, while bitmap overhead is reduced from 336 to 112+168=280 (16.7% reduction), and overall feedback overhead is reduced from 979 to 923 (5.7% reduction

	Ericsson
	2.3 (delta, 
	UPT vs traffic load
	· Mismatch in δ results in significant loss of performance

	
	2.5
	UPT vs mean overhead
	· The CSI overhead of Alt1 can be significantly reduced by not reporting empty DD-basis bitmaps

	
	2.6
	UPT vs mean overhead
	· there are clear reductions (5% to 25%) of the gains compared to Rel-16 when R_CQI=N_4, especially for the cell-edge users at high RU and for longer CSI feedback periodicity T_F. However, R_CQI=2 has almost the same performance as R_CQI=1, with the benefit of reducing the CQI overhead feedback by a factor of 2 – a good trade-off for this scenario compared to only reporting a single CQI

	MediaTek
	2.3 (Q, d, N4)
	UPT vs overhead
	· Compared with Q=2, Q=3,4 provide little performance gain but incurs higher feedback overhead. Thus, for N_4>1 we prefer to support Q=2 only
· As the prediction performance degrades when further away from the last CSI-RS occasion, our simulation results show that W_CSI≤20 is required to have a decent performance gain compared with the baseline. However, W_CSI=40 can be additionally supported for medium speeds like 10, 20 km/h.
· Under the same W_CSI, we observe that the throughput for d=m is competitive with the throughput for d<m.

	
	2.5
	(Separate) UPT, overhead
	· We observe that Alt1A outperforms Alt1 and Alt2. The performance gain of Alt1A over Alt2 is more apparent for low PCs (i.e., low overhead). Alt1A is based on a valid assumption of channel and thus can be more robust to prediction error than Alt1. As Alt1A outperforms Alt1 and Alt2 with acceptable overhead increase compared with Alt2, we propose to support Alt1A

	Summary: 
· 



Table 4 Additional inputs: issue 2
	Company
	Input

	Mod V0
	1) Check and, if needed, update your view in Table 3A, especially on the moderator proposals 
2) Share additional inputs here, if needed
3) More moderator proposals may be added in the next revision

	Lenovo
	Issue 2.2:
In our understanding, Alt1 implies reporting a worst-case/pessimistic CQI across WCSI to meet the 10-1 BLER requirement, whereas Alt2 would lead to CQI mismatch due to CSI quality reduction across time due to prediction error propagation. The issue may not be significant at smaller WCSI values but would be more serious at larger WCSI values. We prefer adding a proposal to discuss whether reporting X >1 CQI values is supported, with can hold at relatively higher speeds
Proposal 2.B.4: For the Rel-18 Type-II codebook refinement for high/medium velocities, regarding the time instance and/or PMI(s) in which a CQI is associated with, given the CSI reporting window WCSI (in slots), study whether X>1 CQIs in one sub-band and one CSI reporting instance are supported
[Mod: Thanks for the good catch, I forgot to add this]

Issue 2.3.1, 2.3.2, 2.3.3 and 2.3.7:
Fine with supporting the additional values

Proposal 2.C.5:
Support, we prefer removing d< m and/or d smaller than the periodicity of P/SP CSI-RS, since there is no motivation to report multiple precoding vectors for a same CSI-RS transmission occasion
  
Issue 2.3.6: 
No additional m value needs to be supported. For m>2, P/SP CSI-RS transmission can be used with periodicity of 4 slots

Proposal 2.E.2:
Prefer to down select from Alt1, Alt3

Proposal 2.I.2:
We prefer if a decision on this proposal is deferred to the next meeting, if possible

	Samsung
	Proposal 2.B.3: we support Alt1 since it is consistent with the current 214 spec “CQI shall be calculated conditioned on the reported PMI, RI and CRI”. Alt2 has the following issues:
· Performance degradation in later/future slots (within CSI reporting window) due to CQI mismatch
· Since LI reporting is conditioned on CQI/PMI/RI, if LI is reported, it also has to be associated with the 1st slot only.
Issue 2.3.1: We have concern on supporting Q>2. Since Q>2 incurs large overhead, and provides small UPT gain, when compared with Q=2, the UPT vs overhead trade-off of Q>2 is worse than Q=2. The reason is that with Q>2, we include additional NZ coefficients for reporting, but they are ‘weak’ (small amplitude), and there are two errors associated with these ‘weak’ coefficients (prediction error and quantization error) that make then ‘not beneficial’ in terms of UPT performance.

Issue 2.3.2: We have performance concern with large delta values due to prediction error (e.g. for delta=8, the prediction error can dominate for all slots in the CSI reporting window, especially for high speed Ues), hence can only be fine with delta=1,2.

Issue 2.3.3: We support to include 3 and 8. The lower value (3) is beneficial for high speed (e.g. 60kmph), and large value (8) is needed for low speed (e.g. 3-10kmph)

Issue 2.3.6: We don’t think additional value is needed, especially since they can incur large delay between the triggering DCI and CSI report. For example, with K=12, and m=2, the delay can be >24 slots, which is very large. Besides, NW can configure P/SP CSI-RS resource instead (of AP CSI-RS w/ large K value).

Issue 2.3.7: likewise, the additional value of m can incur large delay between triggering DCI and CSI report, hence we don’t support it. NW can use P/SP CSI-RS resource instead.

Proposal 2.E.2: Question re Alt3, the second bitmap of (size MvQ), are there any restrictions? It looks like the current formulation allows all-0 or all-1. 

	Mod V3
	Added Alt2B in proposal 2.B.3 and proposal 2.B.4 per Lenovo input
Also added a figure to illustrate the available alternatives for further discussion.

@Proponents of Alt3 in 2.E.2: Please check Samsung’s question and respond

	Ericsson
	Proposal 2.C.5, we can accept the proposal if d=1 is included.

Propsoal 2.E.2:  we have question regarding Alt 3.  Since we agreed Q different 2-dimentional bitmaps, Alt 3 seems to deviate from what we agreed already.
[Mod: Not really, the agreement basically rules out common bitmap across Q DD vectors.]

	Apple
	Proposal 2.B.3: We just need a very loose RAN4 requirement on CQI since it is anyhow very hard for UE to predict the future CQI


	ZTE
	Proposal 2.B: In our views, once the predicted N4 PMI is reported and CQI is relevant to the first slot/PMI, the gNB side can do further CQI justification if needed.

Proposal 2.B.4: We are open to consider this issue, but currently we do not identify any clear performance gain due the fact that the CQI is long-term parameter compared with PMI, and then for MU-MIMO, eitherway, the reported CQI can not be used directly. 

Issue 2.3.1: We support Q=3/4, and some results can be found in our contribution.

Issue 2.3.2: Then, we prefer some gap between two candidate value, e.g., 2, or 3.

Issue 2.3.3: At least ‘5’ should be added.

Issue 2.3.5:  We can support the proposal if d=1 is included. Same views as E///.

Issue 2.3.6: ‘5’ should be added. As we mentioned before, 5 is a good tradeoff between performance and UE complexity.

Issue 2.3.7: Do not have strong preference, but we are open to consider some more.



	Qualcomm
	Proposal 2.B.3 and Proposal 2.B.4:
We can understand the FL Assessment regarding the duration-match of PMI and CQI, saying from “responsible” report perspective. However, legacy CSI does not have (long future) prediction/extrapolation.
Our first preference would be Alt2A/2B, and can be OK with Alt1 conditional only on X=1. For 10% BLER UE validation test, it may depend on RAN4 decision, and X=1 still gives room for CQI test slot not too far away (while X>1 certainly means more future CQI test). – This seems just opposite to FL assessment: X>1 does not resolve 10% BLER requirement for CQI report, but complicates it.
It may not be that “responsible” for UE to report CQI with duration-matched exactly to PMI, but this is the best UE can do – based on previous discussion, seems all companies agree interference can’t be predicted, not to mention the accuracy decaying of PMI prediction.
Lastly, some minor editorial change to Alt2B:
	· Alt2B.  The CQI is associated with the first/earliest d slots of the CSI reporting window and the first/earliest one of the N4 W2 matrices


[Mod: OK]
Issue 2.3.1: Yes to Q=3, and suggest to defer the decision to RAN1#112

Issue 2.3.3: We are still open to further compare larger N4 values e.g. 16 or 32, to some small values e.g. 4 or 5, under medium UE speed like up to 30km/h, since we have agreed orthogonal DFT basis for TD/DD compression, and the resolution of smaller N4 is questionable (But OK with N4=1 or 2, which are equivalently non-compressed). 
It is also noted that longer N4 also means less frequent report. – If reported same frequently with e.g. N4=4 and N4=16, then for evaluation purpose, do we assume:
· Same TD/DD unit size d, and in the last 12 TD/DD units, scheduler simply applies the 4th W2 for N4=4 (after TD/DD de-compression)?
· Or, maintain a same WCSI size, by assigning N=4 case with 4-time TD/DD unit size d over N=16 case

Issue 2.3.5 (Proposal 2.C.5): Just want to point out, smaller d may need larger N4 to maintain a long enough WCS size for medium UE speed scenario

Proposal 2.E.2:
Actually our proposal is the following Alt4 (more conservative than Alt3), but we are willing to study Alt3. 
Editorial suggestion to add Alt4:
	· Alt4. A single 2-dimensional bitmap of size 2LMv for indicating the location of the NZCs, and a single bitmap of size K0,SD&FDQ to report the NZC based on the reported non-zero location in SD&FD according to the sized-2LMv bitmap.


Re @Samsung’s question: My personal understanding of Alt3 is, if a certain FD&DD association is indicated by “1” in the sized-MvQ bitmap, then it means all related “columns” of W2 (after TD/DD compression) are with exactly copied non-zero location from the sized-2LMv bitmap (solid orange line in the exemplary figure below); Otherwise (i.e. a certain FD&DD association is indicated by “0”), then all related “columns” of W2 is all-zero (dotted orange line in the exemplary figure below).
So for restriction for the 2nd MvQ bitmap, I guess all-0 MvQ bitmap does not make sense.
[image: ]

Proposal 2.I.1 and Proposal 2.I.2: OK


	Spreadtrum
	Issue 2.1: Support Conclusion 2.A.2.
Proposal 2.B.3: In our understanding, CQI is calculated conditioned on one precoding matrix. The reported PMI for high/medium velocities corresponds to multiple matrixes, so Alt1 is not aligned with our understanding. We support Alt2B.
[Mod: Since LTE, one CQI can be conditioned upon all PMIs in the CQI reporting band. Check LTE PUSCH mode 1-2 and for NR, due to the flexibility in the CSI Reporting Setting, this is possible. So your understanding is incorrect ]
Proposal 2.B.4: We think reporting 1 CQI is enough.
[Mod: I’d appreciate it if some SLS evidence is presented in RAN1#112. Some proponents of >1 have demonstrated substantial gain.]
Proposal 2.E.2: For Alt3, each bit in the bitmap of size MvQ indicates whether all the SD-FD pairs with the same FD basis index are selected. Which will loss indication flexibility. Alt2 is not preferred due to its complexity. We prefer Alt1 to achieve full indication flexibility.

	vivo
	Conclusion 2.A.2
Support

Proposal 2.B.3
Support

Issue 2.3.1
Support Q=4. Based on our simulation, performance of Q=3 is quite similar as Q=2, but Q=4 has measurable gain.

Issue 2.3.2
Support {2, 4}

Issue 2.3.3
Support 6 and 8.

Proposal 2.C.5
Support

Issue 2.3.6
Support 12 and 16 to make sure a burst of CSI-RS can be used to calculate the filter coefficients and make prediction based on this filter.

Proposal 2.E.2
We support to add an alternative overhead reduction scheme to be evaluated and studied.
· Alt 4: A bitmap that includes bits associated with the set of {(, ,)} with , where  is the threshold that can be configured by gNB,  ,  and  denotes a reference SD basis index and a reference FD basis index and a reference DD basis index associated with SCI, respectively.
Proposal 2.I.1 and Proposal 2.I.2
Support


	MediaTek
	Proposal 2.B.3: Support
The current CQI calculation in NR is based on CSI reference resource, which can be interpreted as a single time instance. In our understanding, gNB is aware that the reported CQI is calculated for a single time instance and that it is up to gNB to determine whether/how long this CQI can be used for some duration.
With Alt2A/B, the CQI is still conditioned on the reported PMI, RI and CRI, just not all of PMIs. Following our interpretation, the CQI is calculated for the first slot or the first  slots and it is up to gNB to determine whether this CQI can be used for later slots/units. We think CQI mismatch is inevitable as interference is difficult to predict, if not impossible. As a UE vendor, we do not prefer to report something that we are not confident with, not to mention the additional complexity and latency. The additional latency is because with Alt1, the CQI calculation cannot be done without the PMI of the last DD unit. 

Proposal 2.B.4: Fine. If  is supported, it can be based on the natural extension of Alt1 and should be UE optional.

Issue 2.3.1: We do not think  is needed.
Issue 2.3.2: Our first preference is . To be flexible, selecting two values from  is also acceptable.
Issue 2.3.3:  can be supported.
Issue 2.3.6:  can be supported to align with the CSI-RS periodicity 10, 20.
Issue 2.3.7:  should be supported. Although the specification supports periodicity 4, 5 for P/SP CSI-RS, the widely used value in real deployment is 20. If only a few UEs are at high/medium speeds, then serving them with P/SP CSI-RS unnecessarily increases CSI-RS overhead.

Proposal 2.E.2: Support in general, but Alt3 can be revised and further divided:
Alt3A: A single 2-dimensional bitmap of size  to report the selected  pairs of FD basis vector and DD basis vector and a single 2-dimensional bitmap of size  for indicating the location of the NZCs, where each row corresponds to a selected SD basis vector and each column corresponds to one of the selected  pairs of FD basis vector and DD basis vector.

Alt3B: A single 2-dimensional bitmap of size  to report the selected  pairs of SD components and DD basis vector and a single 2-dimensional bitmap of size  for indicating the location of the NZCs, where each row corresponds to a selected FD basis vector and each column corresponds to one of the selected  pairs of SD component and DD basis vector.

Alt3C: A single 2-dimensional bitmap of size  to report the selected  pairs of SD component and FD basis vector and a single 2-dimensional bitmap of size  for indicating the location of the NZCs, where each row corresponds to a selected DD basis vector and each column corresponds to one of the selected  pairs of SD component and FD basis vector.

In our understanding, Alt3A is proposed by Fraunhofer, Alt3B is proposed by Huawei, and Alt3C is proposed by Qualcomm. The bitmap sizes are given by 
Alt3A: 
Alt3B: 
Alt3C: 


	NEC
	Conclusion 2.A.2
Support

Proposal 2.B.3 and 2.B.4
Support, and prefer Alt 2A or Alt 2B for Proposal 2.B.3. 

Issue 2.3.1
Support Q=3 and Q=4.

Issue 2.3.2
We don’t have strong preference with the value, while we think the additional values may need to be determined per SCS.

Issue 2.3.3
We are fine with larger value of N4 (up to 32).

Proposal 2.C.5
Support

Proposal 2.E.2
Support, and prefer Alt 1.

Proposal 2.I.1 and Proposal 2.I.2
Support


	Mod V15
	Revision on 2.C.5 by adding [d=1] to accommodate Ericsson and ZTE
Revision on 2.E.2 adding 2 more alternatives. Now 7 alternatives (for a rather minor optimization).

	Intel
	Proposal 2.B.3:
We prefer Alt 2A due to simplicity and clear assumption on the applied channel and precoder.

Proposal 2.B.4:
Support

Proposal 2.C.5:
We are find to accept this proposal at this meeting and further discuss if smaller value is needed.

Proposal 2.E.2:
We support Alt1, Alt2 can be considered as an enhancement to Alt1 to reduce the number of bits for small beta values (e.g. 1/8).

Proposal 2.I.1:
We also prefer to discuss this issue at the next meeting since we observed performance gains for amplitude quantization with larger number of bits (4 bits)

	OPPO
	Proposal 2.B.3 ok
Proposal 2.B.4 ok
Issue 2.3.1: No need. But we are fine with additional Q>2 because of Proposal 2.E.2 
Issue 2.3.3: No need for N4>4. we are fine with N4=3.
We don’t think there is significant gain of large N4 based on companies’ result (under same W_CSI):
	R1-2212030
	10km/h (fig10), d={1,5},W_CSI=24, N4=20 show ~2% gain over N4=4 in terms of overhead-performance tradeoff

	R1-2212232
	Average PMI overhead in 5 slots
30km/h (fig2)  
· dN4= 5, N4 =1 achieve slightly better tradeoff over N4=5
· dN4=10, N4=2 and 10 are similar, ~2% gain over N4=5
· dN4=20,  N4=4/10/20 are similar, ~2% gain over N4=1
60km/h (fig3)
· dN4=5, at PC1 and PC3, N4=5 show ~4% gain over N4 = 1
· dN4=10, N4=5/10 are similar, ~2% gain over N4=2

	R1-2211427
	UPT performance under same overhead (PC6) per reporting
30km/h (fig4)
· the gap between N4=1 and N4=8 is smaller than 2%,  N4=4 and N4=8 are very close; N4=W_csi (d=1) show 2% gain for W_csi>20 slot
60km/h (fig5)
· N4=8 show almost 1% over N4=4


In our view, N4>4 is over-optimization. 
Proposal 2.C.5: ok
Proposal 2.E.2: ok 
Proposal 2.I.1 and Proposal 2.I.2 :support

	Nokia/NSB
	Proposal 2.B.4
Support

Question 2.3.1
We also have concern on supporting Q>2, given that in our view we should only support up to 4

Question 2.3.3
We don’t think  needs supporting as we don’t see gain in predicting CSIs with such granularity

	CATT
	Proposal 2.B.3
Ok with the proposal, and our preference is Alt 2A. Based on our simulation results, reporting multiple CQI does not bring much performance gain. Alt1 is upper-bounded by multiple CQI reporting. We do not think Alt1 can provide performance gain over Alt2A.

Issue 2.3.1:
Q = 2 is sufficient.

Issue2.3.2:
We are ok with delta values 3, 4, 5, 6.

Proposal 2.E.2:
Ok with proposal. We support Alt1.

Proposal 2.I.1:
Support the proposal.


	LG
	Proposal 2.B.3:
We support Alt 2A but we are fine with the proposal. For Alt 1, we also have similar view with QC and MTK regarding the fact that not only for Alt 2 but also Alt 1 has CQI inaccuracy issue because of interference fluctuation which is hard to be predicted.  

Proposal 2.C.5: we are fine with FL's update.

	Fraunhofer IIS/HHI
	Proposal 2.B.3: Support Alt 1. 

Issue 2.3.1: Support Q = 3 and/or Q = 4
Issue 2.3.2: Support 1 and 2
Issue 2.3.3: Yes, additional values need to be supported at least {8,16,32} 

Proposal 2.E.2:

@Parisa Thanks for listing out all alternatives in Alt 3 family. 

Re Alt 4, the purpose of the indicators  and  is not clear. In our understanding (i.e., Interpretation 1) ,   bitmap is used to indicate the selected SD-FD pairs from  SD-FD pairs and  bitmap is used to indicate the NZC location associated with selected  SD-FD pairs associated with Q DD components. If , then Alt 4 becomes identical to Alt 3C.

On the other hand (interpretation 2), if  bitmap is used to indicate the location of  NZCs and  bitmap is used to associate the NZC’s (SD-FD pairs) with Q DD components, then for , this alternative becomes identical to Alt 3A. We think interpretation 2 is a special case of Alt 3A. 

Re Alt 3c, we think it is identical to Alt 2 from the agreement made in the last RAN meeting. (Copied below for convenience). Therefore, this alternative can be removed as Alt 1 has been down selected already. 

 110bis-e] Agreement
For the Type-II codebook refinement for high/medium velocities, down-select from the following alternatives: 
· Alt1. Q different 2-dimensional bitmaps are introduced for indicating the location of the NZCs, where the qth (q=1,…., Q) 2-dimensional bitmap corresponds to qth selected DD basis vector
· The number of selected DD basis vectors is denoted as Q
· This implies that for each layer, the location of NZCs in SD-FD can be different for different selected DD basis vectors.
· Alt2. A DD-basis-common per-layer 2-dimensional bitmap for indicating the location of NZCs used in Rel-16/17 Type-II is used
· This implies that for each layer, the location of NZCs in SD-FD is common across all the Q selected DD basis vectors
FFS: Further overhead reduction on bitmap(s)
FFS: Whether the number of NZCs is upper bounded across all DD basis vectors or per DD basis vector


Re Alt 3A, from the current formulation, a bitmap of size  is used to indicate the location of the NZCs and a bitmap of size  is used to indicate the selected S FD-DD pairs from MQ FD-DD pairs. Instead of down-selection of the component pairs related to SD-FD (Alt 3C) and SD-DD (Alt 3B), this alternative supports down-selection on the FD-DD pairs. Down selection of FD-DD pairs is more natural from the channel perspective. Typically, SD components are calculated in the first step to capture the dominant modes of the channel.  Any further processing (calculation of FD/DD components) is based on the beamformed channel which is strictly conditioned on the number of SD components used. Increasing the number of FD/DD components for a fixed number of SD components typically result in marginal performance, whereas, increasing the number of SD components for a fixed number of FD/DD components results in significant performance gains. Therefore, we prefer not further dowm-selection of the SD components. The down-selection of the component’s pairs in Alt 3B and Alt 3C further down-selects the number of SD components which is the not the case with Alt 3A. 

Re the value of S, we observed that S = M is sufficient to achieve gains similar to that of Alt 1, however, this can be studied further. For S = M, the bitmap for indication of NZCs is similar to the legacy bitmap size. Moreover, a uniform bitmap design can be achieved for both N4 = 1 and N4 >1.  
[Mod: We will discuss down selection in the next meeting and narrow this down during an offline email before RAN1#112]


	Mod V28
	No revision

	Huawei, HiSilicon
	For issue#2.1
We support Alt 2.A, and don’t support 2.A.2. On the concern of overhead for Rel-17 based refinement, we don’t think it’s a problem. As illustrated by following figure, there’s no real increase of CSI-RS overhead increase compared with Rel-17 PS codebook. The difference is that enhancement for mobility requires 4~5 CSI-RS transmitted in advance for measuring of the Doppler information. From our evaluation, a packet lasts for about 100ms~200ms long. Assuming 5ms periodicity of CSI-RS and 4~5 CSI-RS occasions for channel prediction, then just 5 more CSI-RS transmissions over 30 CSI-RS transmission compared to legacy Rel-17 codebook. For Rel-17 PS codebook, the overhead vs. benefits comparison has been discussed intensively in Rel-17 (as in R1-2007592). There will be less than 1% impact to the benefits achieved by Rel-17 codebook.
[image: ]
[Mod: Conclusion 2.A.2 is simply the fact that no consensus can be reached on Rel-17 based (leaving us with Rel-16 based only). This is not something to be supported or opposed unfortunately. Please talk and convince those expressing concern. If the concern is resolved, Rel-17 based can be added. If not, we need to conclude that Type-II Doppler will be based on Rel-16 only]


	Mod V31
	No revision

	Samsung
	Proposal 2.C.5
Support d=1.

Proposal 2.E.2 
Alt3A/B/C, since S is a variable, the payload of 2nd bitmap is variable.

	Xiaomi
	Conclusion 2.A.2: Support

Proposal 2.B.3: In our view, CQI calculation is associated with PMI. For Alt2, it is clear that CQI calculation is associated with the PMI at the specific time instance. However, for Alt1, I would wonder that CQI calculation is associated which PMIs. Does it mean that the CQI calculation is associated with all PMIs in the entire CSI reporting window?

Proposal 2.B.4: Support, and we prefer to X>1.

Issue 2.3.1: We are fine that one of Q>1 is supported if there are obvious performance gain with affordable feedback overhead.

Issue 2.3.3: For low or medium speed, larger value of N4, e.g.,8, 16 can be supported.

Issue 2.3.6: I think another value of K is not needed, considering the tradeoff between CSI-RS overhead and the accuracy of CSI prediction.

Issue 2.3.7: It is sufficient that for m={1,2}, since larger value of m is be achieved by periodic/semi-persistent CSI-RS resource. 

Proposal 2.E.2: For Alt3, we are fine the revision provided by MediaTek. We support  bits are used to indicate the selected FD-DD basis pairs, and then 2LS bits are used to indicate the location of NZC.


	Mod V38
	No revision

	Mod V39/40
	Added 2.C.1 and 2.C.2, also 2.C.3, 2.C.6, 2.C.7

	Google
	Our view was provided

	Ericsson
	Regarding Conclusion 2.C.1:  We think it may be too early to have this conclusion.  In our simulation results (e.g., Figure 21), we see some benefit in considering Q>2 values in terms of performance-complexity tradeoff.  As Ericsson has been providing simulation results for this agenda, we request until next meeting to decide on this issue so that we can decide this based on sim results across companies.
[Mod: Indeed. OK, we decide next meeting then.]
Proposal 2.C.2:  Support.

Proposal 2.C.3:  Support.

Proposal 2.C.5:  Assuming the bullet under brackets is included and if brackets are removed, we can support.
[Mod: Thanks for the good catch. Yes I was supposed to remove the brackets since I haven’t received any complaints so far]
Proposal 2.C.6:  ok.

Conclusion 2.C.7: ok with conclusion.



	Qualcomm
	Proposal 2.E.2:
Thanks to the nice summary of Alt3A/3B/3C by @MediaTek, and the summarized Alt3C is indeed the same as our proposed Alt4. Therefore, editorial-wise, we can delete the duplicated Alt4
	Alt4. …



Re @Fraunhofer: Alt3C is not the Alt2 in the agreement of last 110bis meeting.

	Samsung
	Conclusion 2.C.1:  Support. Based on our simulation results (in our Tdoc), we don’t see any benefit with Q>2 when compared with Q=2. It only adds to the overhead, and provides tiny UPT gain.
[Mod: We defer to next meeting]
Proposal 2.C.2:  OK.

Proposal 2.C.3:  OK, re FFS, not sure why 3 is removed, and 5 is not.
[Mod: Added 3 in FFS]
Proposal 2.C.5:  Support.

Proposal 2.C.6:  not sure K=5 is needed considering K=4 is already agreed.
[Mod: So far no company has concern on 5, including Samsung (unless I am mistaken) ]
Conclusion 2.C.7: support


	Mod V46
	Changed 2.C.1 into proposal for next meeting
2.C.5 remove brackets
Revised 2.E.2 per Qualcomm comment to remove their own text (duplicated)


	OPPO
	Proposal 2.C.1: Support

Proposal 2.C.2: Support

Proposal 2.C.3: No support. We still think the benefits of N4>4 is unclear. If majority companies want to add 8 as additional candidate value, we can compromise to the following proposal. 

Updated Proposal 2.C.3: For the Type-II codebook refinement for high/medium velocities, regarding the parameter N4 (length of DFT vector, unit-less), support 8 as an additional candidate value
· The candidate values supported by UE are reported via UE capability (details can be discussed in UE feature). 
· FFS (by RAN1#112): Whether any of the following additional candidate values are supported: 3, 5, 16, 32

Proposal 2.C.5, Proposal 2.C.6, Conclusion 2.C.7: Support


	Lenovo
	Proposal 2.B.3:
Honestly I don’t think Alt2A and Alt2B even work. If CQI is associated with a subset of the slots, what is the CQI for the remaining slots? We cannot just assume that the gNB will figure it out by itself. I don’t think RAN4 would digest such concept
[Mod: From FL technical perspective, I fully agree with you as I said during offline yesterday, it
is a complete waste of effort and potential performance gain compressing the PMI with DD basis only to make the NW throw all but 1 slot. I don’t usually voice my technical perspective but I am deeply concerned that this whole Doppler enhancement would be a complete waste of time and energy if CQI/PMI mismatch is intentionally introduced from the start.
But let’s leave the down selection in the next meeting – see if the proponents of Alt2A/B can bring legit results.]

Proposal 2.C.2:
We are OK. Regarding the additional δ value, in our understanding this should be based on a worst case scenario of the gNB processing time of the UCI + precoder generation time, so probably network vendors are in the best position to select this additional value

Proposal 2.C.5:
Why do we need to support the special case of d=1? There is no need to have multiple CSI reporting occasions based on a same CSI-RS transmission, i.e., d<m. Is this intended for N4==Q=1? If so, this needs to be added to the proposal 
[Mod: The proponents are concerned that d=m doesn’t give enough TD resolution for high speed. Even if CSI-RS is spaced m slots, UE can still interpolate. I believe their argument is valid].

Proposal 2.C.6:
Can proponents explain why K=5 needs to be supported in particular?

Proposal 2.E.2:
We clearly need to down select this list. Maybe Alt1 (straightforward) and Alt3B Alt3A (ties delay and Doppler indices, since both are path-based parameters). Alt4 is not clear enough
[Mod: We will do this offline email before RAN1#112 meeting. Yes the number of alternatives is horrendous  for this little optimization issue]

Issue 2.9:
Unless the moderator sees this as urgent, we would really appreciate it if this is deferred to the next meeting, we already have a lot to discuss until the end of RAN1#111
[Mod: Let’s see what the group thinks. I am fine either way ]

	Mod V51
	Added a bullet of UE capability for 2.C.3 per OPPO comment

	Huawei, HiSilicoon
	For 2.C.6, we also support 12 as the candidate values from performance perspective.
[Mod: 2 companies have concern on 12 ]

For 2.C.7, we have similar view with MediaTek that m=4/5 should be supported. As the channel prediction is performed by extrapolation, then with small m, more number of extrapolations is required. As a result, the UE complexity is increased and the performance is not good for the same prediction window. 
[Mod: But a good number of companies have concern and the situation doesn’t seem to change. No simulation suggested that there is any benefit] 

	Xiaomi
	Proposal 2.C.3: Support

Proposal 2.C.5: m={1,2} has been supported. Therefore, if the configured CMR is AP-CSI-RS, d is identical to 1 when m=1. It is not necessary to add the second bullet.

Proposal 2.C.6: Since K=4 has been supported, we doubt that K=5 can bring obvious performance gain compared with K=4.

Conclusion 2.C.7: Support.

Proposal 2.E.2: Support and Alt3A can be supported.

	Vivo
	Proposal 2.C.6:
We don’t support to include 5 now. In our understanding, the difference in terms of performance or complexity between 5 and 4 is not that large. As we already have 4, the motivation to include 5 is not strong.
We prefer to add larger values like 12 and 16. These large values are beneficial as we can calculate filter  coefficients and perform prediction in one burst.


	Mod V60
	Changed proposal 2.C.6 to conclusion 2.C.6 (no consensus)







2.3 Issue 3: TRS-based reporting of time-domain channel properties (TDCP)

Table 5A Summary: issue 3 
	#
	Issue
	Companies’ views

	3.1
	[110bis-e] Agreement
For the Rel-18 TRS-based TDCP reporting, down select one of the following alternatives by RAN1#110bis-e:
        AltA. Based on Doppler profile
-         E.g., Doppler spread derived from the 2nd moment of Doppler power spectrum, average Doppler shifts, Doppler shift per resource, maximum Doppler shift, relative Doppler shift, etc
        AltB. Based on quantized amplitude of time-domain correlation profile
-         E.g. Correlation within one TRS resource, correlation across multiple TRS resources
-         Note: The correlation over one or more lags of TRS resource may be considered.  The lags may be within one TRS burst or different TRS bursts
Note: Different alternatives may or may not apply to different use cases  
FFS: The need for a measure of confidence level in the TDCP report, and/or UE behaviour when the quality of TDCP measurement is not sufficiently high
FFS: TDCP parameter(s) signalled with respect to each alternative

[110bis-e] Conclusion: For the Rel-18 TRS-based TDCP reporting, the description in the 2nd and 3rd columns of Table 1 in R1-2210523 (“what to report” and “how to calculate”, respectively) will be used as a reference for further evaluation and down selection in RAN1#111, with the following edit (underlined and yellow highlighted):
· Scheme B column 2: “Amplitude  vs. delay value , e.g. Non-zero quantized version of amplitude  for a number of delay values  (quantized amplitude vs delay) ….”


Proposal 3.A: For the Rel-18 TRS-based TDCP reporting, down select one of the following alternatives by RAN1#112:
· AltA.1 (Doppler spread) as described in R1-2210523
· AltB (TD correlation profile) as described in R1-2210523
Note: Different alternatives may or may not apply to different use cases  
FFS: The need for a measure of confidence level in the TDCP report, and/or UE behaviour when the quality of TDCP measurement is not sufficiently high
FFS: TDCP parameter(s) signalled with respect to each alternative


FL Note: In R1-2210523, 5 distinct sub-alternatives of AltA have been identified.  

	Proposal 3.A:
· Support/fine: Google, LG, OPPO, Huawei/HiSi, Xiaomi, Mavenir, Apple, IDC, Spreadtrum, NEC, Samsung, Ericsson, MediaTek, vivo, Qualcomm, DOCOMO, OPPO, Sharp, Lenovo, IDC, NEC, CEWiT, Fraunhofer IIS/HHI, Intel
· Not support:


AltA.1 (Doppler spread): 
· Support/fine: Google, LG, OPPO, Huawei/HiSi, Xiaomi, Mavenir, Apple (1st pref), IDC, Spreadtrum, NEC (2nd pref),
· Concern: Ericsson, Nokia/NSB

AltA.2 (Relative Doppler shift per resource): 
· Support/fine: ZTE
· Concern: Ericsson, Nokia/NSB, Lenovo

AltA.3 (Single Doppler shift): 
· Support/fine: CATT
· Concern: Ericsson, Lenovo

AltA.4 (Relative Doppler shift per CIR peak): 
· Support/fine: CATT, Huawei/HiSi
· Concern: Ericsson

AltA.5 (Doppler spread estimated from peak Doppler frequency): 
· Support/fine: Nokia/NSB
· Concern: Ericsson

AltB (TD correlation profile): 
· Support/fine: Samsung, Ericsson, MediaTek, vivo, Qualcomm, DOCOMO, OPPO, Sharp, Lenovo, Apple (2nd pref), IDC, NEC (1st pref), CEWiT, Fraunhofer IIS/HHI, Intel, 
· Concern: Nokia/NSB, Google


	
	
	



Table 5B TDCP: summary of observation from LLS/SLS
	Company
	LLS/SLS results

	
	Issue #
	Metric
	Observation

	Huawei/HiSi
	3.1
	Doppler shift
	· SRS could not provide accurate Doppler shift information
· Due to the common feature of Doppler profile among gNB antennas, TRS could provide sufficient Doppler shift information even if it is single port
· A “common Doppler profile” of multiple delay paths is a satisfying depict of the Doppler profile

	ZTE
	3.1
	Rel. Doppler shift vs speed
	· Each spot in Figure 8 represent a relative Doppler shift, and a total number of 50 spots (50 TRS ports for each TRP with a 10ms period) are displayed. It can be found that all the spots are concentrated to the mean relative Doppler shift with a small difference. Hence, the relative Doppler shift can accurately reflect channel change as a function of  UE speed

	Vivo
	3.1
	Auto-correlation vs lag for different speeds
	· Since maximum lags between four TRS resources in two consecutive slots is 14 symbols (or say 1 slot) and the values of correlation are [1, 0.97, 0.90] respectively corresponding to [3km, 30km, 60km], UE would not identify the minor difference taking noise and interference into account in practical algorithm unless AP TRS is triggered to compensate lacked occasions of P TRS. Hence it means to make the TDCP use case work, gNB has to trigger AP-TRS to assist P-TRS for this TDCP reporting illustrated in

	Google
	3.1
	Sq cosine similarity
	· Perfect Doppler shift can assist the gNB to determine whether the CSI could be outdated or not.
· Channel correlation cannot provide direct information to determine whether the CSI is outdated or not.
· Estimated Doppler shift can assist the gNB to determine whether the CSI could be outdated or not.

	CATT
	3.1
	Throughput vs SNR
	· Compared with no gNB-side CSI prediction, the single Doppler reporting has slight performance gain, and obvious performance gain can be achieved by the solutions with multiple Doppler reporting with the enhanced matching algorithm

	Samsung
	3.1
	Correlation vs lag
	· the autocorrelation values fall at much faster rate at higher velocities.
· Only N correlation lag values at gNB, where N << total #lags at UE, are sufficient to estimate the Doppler spread
· The value N varies for different speeds
· Instead of total minimum correlation lags, decimated correlation lag with a 3-bit quantization provides better mean square error with very less payloads bits
· The Doppler spread remains same with 3-bit quantization and linear interpolation
· With trade off 3 extra bits, much better estimate and less MSE can be obtained with reporting starting range of correlation lag values

	Nokia/NSB
	3.1
	CDF of Doppler spread
	· From simulation results, method A5 shows better accuracy in estimating the Doppler spread compared to method A1 and B1, in both low and high Doppler conditions.

	Ericsson
	3.1
	Doppler spread vs SNR,
Auto-correlation vs lag (or SNR), 
RMSE vs SNR
	· Autocorrelation based estimation completely outperforms estimation of relative Doppler shift per channel peak (the TDL-A channel is used allowing simple conversion between Autocorrelation and max minus min Doppler shift).
· For the purpose of estimating channel variability/aging e.g. for selecting precoding mode (e.g. reciprocity/Type I/Type II) or CSI-RS/reporting periodicity alternative A4 “Relative Doppler shift per CIR peak” performs worse than using the autocorrelation (alt B).
· Autocorrelation function for a number of autocorrelation lags, corresponding to the lags between TRS symbols in a single TRS-burst as well as lags between different TRS bursts, is the best method for TRS based TDCP reporting.
· In order to know how much the channel varies over typical SRS or CSI-RS/reporting periodicities the autocorrelation needs to be estimated and reported for lags of the order of 20ms.
· Estimates based on intra-TRS autocorrelation lags doesn’t give decent accuracy below 50km/h.
· Estimates based on inter-TRS: autocorrelation lags of 20 or 40 slots perform best at 3km/h; autocorrelation lags of 10 and 5 slots performs best at 6km/h and 10km/h respectively.
· Different autocorrelation lags are suitable for different UE velocities.
· Based on the evaluated use cases, reporting of the Autocorrelation for the four lags, 4 symbols, 1 slot, ~5 slots and ~10 slots look reasonable.

	Mavenir
	3.1
	RMS vs SNR, Std dev. Vs SNR
	· With the increasement of UE velocities, RMS & STD tend to increase as well.
· Doppler spread is hard to estimate on shorter lag (shorter than 1 TRS slot) over TDL-A channel under long delay spread. 
· The longer delay spread results in worse accuracies of estimated Doppler.
· 4-symbol lag within single TRS burst has illustrated the worst measured accuracy, particular in lower SNR.
· Different lags between TRS pairs would take distinct performance with changing UE velocity, particularly in SNR0dB.

	Summary: 
· 



Table 6 Additional inputs: issue 3
	Company
	Input

	Mod V0
	1) Check and update your view in Table 5A, especially on the moderator proposals 
2) Share additional inputs here if needed
3) More moderator proposals may be added in the next revision

	Nokia/NSB
	In sec. 4.1 of R1-2212169 we did an extensive analysis and evaluation of the 6 methods. We raised the following concerns:

Method B1
Concern 1. In LoS or near-LoS channel conditions, the amplitude of the time-correlation function is constant for any Doppler spread, hence it does not provide any information on the time variability of the channel, which can be instead estimated either from the peak of the Doppler spectrum (method A5) or from the slope of the time-correlation phase (method A2).
Concern 2. It requires much more overhead than method A5 and achieves lower accuracy in estimating Doppler spread

Method A1.
Concern 1. In LoS or near-LoS channel conditions, it cannot estimate the Doppler spread reliably because there is a single dominant channel delay, hence  regardless of the actual Doppler spread.
Concern 2. It requires more complexity than method A5 and achieves lower accuracy in estimating Doppler spread

Method A2.
Concern 1. It reports a Doppler shift measured as the slope of the time-correlation phase. This method provides an accurate measurement of Doppler spread only in LoS or near-LoS channels (time-correlation amplitude is constant and phase is linear with slope equal to Doppler shift), but it cannot be generalised for high scattering conditions.

Methods A3 and A4 are similar to method A5 with the difference that in A5 the wideband time-correlation function is used rather than per-delay time-correlation.

From simulation results, method A5 shows better accuracy in estimating the Doppler spread compared to method A1 and B1, in both low and high Doppler conditions (note: Doppler speed below is just Doppler spread normalised by the carrier wavelength: ):
[image: ]

[image: ]


	Lenovo
	· We have concerns on AltA.2, since Doppler shift is path related and not resource related, i.e., each path is associated with a Doppler shift and not a resource. Also, under AltA.3 there is no clear way to differentiate between frequency shift due to Doppler shift and CFO. 
· For AltA.3, using the Doppler shift corresponding to the strongest 
· AltA.1 and Alt.A4: Both alternatives are based on reporting a function of the temporal autocorrelation formula in Alt-B, with further computation and/or specification impact compared with Alt-B, and hence are not preferred
· AltA.5:  Although the outline of AltA.5 was provided in RAN1#110bis-e, the reporting format needs further clarity. Can AltA.5 proponents make a clear proposal on what needs to be reported, e.g., if DFT index is to be reported, what resolution and/or signaling format is needed?
· AltB: We are fine with this alternative, which is straightforward with clear TDCP report format. Regarding Nokia’s concern about the lack of amplitude variation for LoS channels, in our understanding, if the channel gain and phase do not vary across time, the autocorrelation function should not vary. 
We believe further discussion is needed in the meeting to understand the different viewpoints 

	Google
	We did not find out a good classification threshold to determine whether a CSI report is outdated or not based on direct use of channel correlation. 

	Ericsson
	What we are after with TDCP reporting is a measure of how fast the channel varies with time. That is directly given by the Autocorrelation function. Based on the fact that the Autocorrelation function and the Doppler power spectrum are related through the Fourier transform, there is an old rule of thumb saying that the order of magnitude of the coherence time of the channel is given by the inverse of the Doppler power spread. This relation is, however, very imprecise as we have shown in our contribution. As can be seen in the figure below the autocorrelation (and thus also the channel coherence time) varies strongly between channels that have the same Doppler spread as defined by the maximum Doppler shift.

[image: ]
Since the autocorrelation is easily measurable in the time domain, there is no reason to go a complex detour via the Doppler domain to end up with a rough order of magnitude estimate of something that we can easily measure directly in the time domain.

In our contribution R1-2212174 we have gone through the different alternatives in detail. Below we summarize some of our main concerns.

A1: The Maximum minus minimum Doppler shift 
The Maximum minus minimum Doppler shift is a bad measure of channel variability or channel coherence time.

The Maximum minus minimum Doppler shift is also very hard to measure. For realistic channels like the CDL-channels, the estimate will depend strongly on whether low power channel rays are detectable or not above noise, as illustrated by the figure below and explained in more detail in our contribution.

[image: ]

Finally A1 is also confusingly described and in need of clarification. The method makes use the form of the autocorrelation function for the Jakes channel (the zeroth order Bessel function) but sets this real valued function equal to the phase factor related to the frequency offset of a channel peak. Some clarification may be needed for A1.

A2 Relative Doppler shift per resource

The relative Doppler shift per resource gives no information about channel variability and is therefore useless for the agreed use-cases.
The relative Doppler shift per resource for TRS resources coming from different TRPs could potentially be used for frequency pre-compensation for HST scenarios. This is, however, not a prioritized use-case.

A3 Single Doppler shift

Since the UE doesn’t have access to the absolute TX frequency the UE has no way of measuring the absolute Doppler shift of the received signal. Frequency offsets can only be related to the frequency of the receive signal itself.  “The average Doppler shift across multiple delay-paths/peaks in measured CIR” for TDCP alternative A3 “Single Doppler shift” thus carries no useful information.

Alternative A3 contains a second sub-alternative (second bullet), to report the maximum Doppler shifts of the identified channel peaks. If both the maximum and minimum ‘Doppler shifts’ are reported, the difference between these carries valid information (contrary to the individual ‘Doppler shifts’ of the peaks). This can therefore be used as an estimate of the Maximum Doppler shift minus the minimum Doppler shift. As have already been explained above, this is, however, a bad measure of channel variability or channel coherence time. The estimate also depends strongly on whether low power channel rays are detectable above noise or not. Finally, it’s also a very complex measurement.

A4 Relative Doppler shift per CIR peak

This is a very complex measurement which gives much worse information about channel variability and channel coherence time than a direct measurement of the autocorrelation function. It’s thus, not a good proposal for the agreed use-cases.

The aim of this proposal is, however, a different one. It’s to aid network based channel prediction together with SRS based reciprocity. We think this proposal would require a thorough feasibility study, which we don’t think could be achieved within the current work item.

A5 Doppler spread estimated from peak Doppler frequency

As shown above Doppler spread (and the maximum Doppler shift in particular) are very rough order of magnitude estimates of channel variability and channel coherence time, which is very easy to measure directly in the time domain.

Alternative A5 also requires a large number of auto-correlation estimates for lags equally separated in time. This results in a large overhead in terms of TRS transmission. In addition, measuring auto-correlation for a large number of lags also increases UE’s measurement complexity.  This is in contrast to alternative B, for which the Autocorrelation only needs to be estimated for a very limited number of lags, which could be spread in-homogenously in time in order to span a large range in time without requiring a large number of estimates.


B Time-domain correlation profile 

This is a direct measure of the channel variability that we are after. It’s easy to measure for the UE with good accuracy. It’s easy to define in the specification. It’s easy to set requirements in RAN4.

Reply to Nokia

No, the autocorrelation doesn’t have constant amplitude one for line-of-sight channels as shown in the figure below.

[image: ]

Also, the slope of the time-correlation phase contains no information about channel variability. This slope is changed if the downs-spreading frequency is changed, since such a change introduces a phase rotation with time. If the down spreading frequency is selected as the first moment of the Doppler power spectrum, the slope is zero. The only thing the slope can capture is the UE algorithm for RX frequency estimation and down spreading frequency selection.

We are after how fast the channel varies, not the Doppler spread. The old rule of thumb, that the channel coherence time is of the order of magnitude of the inverse of the Doppler spread is very inaccurate. The channel coherence time is defined in terms of the channel correlation in time. The autocorrelation gives the measure of channel variability that we are after.



	MediaTek
	@Nokia: For assisting gNB’s configuration, what matters is time variability of the precoders, rather than time variability of the channel. As the optimal precoder for  and  are the same no matter how large  is, maximum Doppler shift by itself is not a good metric. For maximum Doppler shift to be useful, it requires certain assumption on Doppler spectrum, e.g., Jakes’ model, where there is non-zero power even when Doppler shift is 0. We think it is totally fine that the amplitude of the time-correlation function is constant for a LoS channel.

As we do not think there is a dominant model for Doppler spectrum, we do not support that Doppler spread is calculated based on a certain assumption of Doppler spectrum. If the agreed assumption is not aligned with UE’s current implementation, then it becomes extra complexity at the UE side. By contrast, the definition of autocorrelation does not require any assumption on Doppler spectrum. 

Regarding overhead of AltB, the number of reported lags can be further discussed and made configurable, not mentioning quantization can further help reduce overhead. Besides, since only aperiodic reporting is supported, a moderate overhead would not be too much concern.


	vivo
	We support Alt B. It is quite straightforward, and a value in [0, 1] is also simpler for quantization and reporting from UE perspective.


	Ericsson
	Regarding Google’s comment “We did not find out a good classification threshold to determine whether a CSI report is outdated or not based on direct use of channel correlation.”

This seems to be based on the scatter plots of the autocorrelation versus “weighted square cosine similarity” (WSCS) which Google use as a measure of channel ageing. In making these scatterplots, Google, does however use a spread of UE velocities from 3km/h to 120km/h. Due to the oscillating nature of the autocorrelation these scatter plots can obviously show nothing, despite the fact that there is a well-defined relation between UE velocity and the autocorrelation function (e.g. the besselfunction form for the case of TDL channels).

If we instead do a scatterplot of the autocorrelation versus “weighted square cosine similarity” (WSCS) for a single UE velocity (in the example below we use the autocorrelation/WSCS at 5ms lag for CDL-A, 10kmph, 100ns delay spread), then we do find a very clear correlation (see figure below). This means that the autocorrelation can be used to differentiate between channels with different variability even for a fixed UE velocity where a UE velocity estimate or an estimate of the maximum minus minimum Doppler shift completely fails (they are both constant for fixed UE velocity).

We note that the correlation we see, is in fact visible also in the scatterplots in Googles contribution, though obscured through the overlay of a large range of UE velocities.

We note that for some use-cases a single threshold on the autocorrelation for a single lag can work. For the example figure below a threshold at say 0.9 would exclude high velocities since the autocorrelation oscillations don’t reach that high (the amplitude of the oscillations get smaller with the lag).

For other use-cases it is necessary to utilize the autocorrelation for a small number of different lags, in order to get good accuracy and to resolve the oscillatory ambiguities.

We note that the need to use multiple lags isn’t specific to the autocorrelation but is the same for Doppler spread and Doppler shift estimation, for which the phase ambiguity has to be resolved.

We conclude that the scatterplots of autocorrelation versus “weighted square cosine similarity” illustrates the fact that the autocorrelation is a superior measure of channel variability compared to other measures, as we have already shown in various other ways.
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	Mod V21
	Please read the above technical exchanges. This issue is difficult since every single alternative generates at least one concern. Please use the term “concern” carefully and more seriously. It is not supposed to be used liberally just to get your preference adopted  

	Nokia/NSB
	@MediaTek: “We think it is totally fine that the amplitude of the time-correlation function is constant for a LoS channel”. We think it does make a big difference, from the point of view of a network deciding on CSI/CSI-RS configuration, if a UE is, for example, on a HST or stationary in front of a mast. Both can be near-LoS scenarios but very different CSI reporting configurations would work for the two cases.

There is no need to make any assumption on Doppler spectrum model to report the peak of the Doppler spectrum. Doppler spectrum is calculated by taking the DFT of the time-correlation function, calculated in the same way as in Alt B. 

@ Ericsson: “No, the autocorrelation doesn’t have constant amplitude one for line-of-sight channels as shown in the figure below”. Unless I’m reading the picture wrong, the two LOS channels (CDL-D) have constant correlation amplitude of 1. The last point is -1 instead of +1. In fact, does the plot show the real part of the time-correlation?
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	ZTE
	Thank you so much for FL’s suggestion. Do agree that ‘concern’ is quite strong.

Regarding A2 Relative Doppler shift per resource, we fail to understand the logic of following comment.

	· The relative Doppler shift per resource gives no information about channel variability and is therefore useless for the agreed use-cases.
· The relative Doppler shift per resource for TRS resources coming from different TRPs could potentially be used for frequency pre-compensation for HST scenarios. This is, however, not a prioritized use-case.



Clearly, we have agreed evaluation assumption for HST in this agenda, and we think that sTRP and mTRP case should be treated equally. Then, HST is a really typical/commercial cases for high speed cases. Again, as mentioned in our contribution, this solution is not relevant to ‘frequency pre-compensation for HST scenarios’, which is just to identify channel property of a UE (like a UE in a train or just a pedestrian)

[image: ]
Figure 8 Simulation results of relative Doppler shift and UE speed

	MediaTek
	@ Nokia: “Both can be near-LoS scenarios but very different CSI reporting configurations would work for the two cases.” Can you elaborate why the CSI reporting configurations need to be very different? In our understanding, if the precoders barely change, then the CSI reporting periodicity can be set larger for both cases. Our comment “There is no need to make any assumption on Doppler spectrum model to report the peak of the Doppler spectrum.” is meant for AltA1 and AltA2, not for AltA5.


	Ericsson
	@Nokia: No, the autocorrelation of the LoS channel CDL-D is not exactly +1 and not exactly -1. This can be seen in the figure referred to by Nokia, but it’s more clear in the zoomed in version below. The autocorrelation is closer to 1 than the TDL-A and CDL-A channels, which means that the channel variability is smaller for the CDL-D channel than for TDL-A and CDL-A, as can be expected for a LoS channel.

However, for the single ray LoS channel that you describe in your contribution, the Doppler spread is zero (since there is a single ray there is a single Doppler shift) and the autocorrelation is identically equal to one. This channel is constant. The UE may have a frequency offset relative to the receive signal. This can be seen as a linear phase rotation in time of the complex valued autocorrelation function. This slope is typically used by the UE to estimate the frequency offset and compensate for it. After frequency offset compensation the linear phase rotation of the complex valued autocorrelation function disappears. If the UE had an absolute TX frequency reference and used that for down-spreading, the slope of the linear phase rotation of the complex valued autocorrelation could be used to calculate the absolute Doppler shift of the channel, since in this case the frequency offset would be equal to the Doppler shift. However, in reality the UE has no absolute TX frequency reference, and thus it can’t estimate the absolute Doppler shift of the channel.
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	Ericsson
	@ZTE: We are trying to understand your scenario. You write that it’s multi TRP, but not frequency pre-compensation. Maybe you are considering a m-TRP SFN scenario with one TRS per TRP? Here’s the thinking on how the TDCP could be used for m-TRP SFN scenario:
In the m-TRP SFN scenario the UE sees, through DMRS, the combined channel from the multiple TRPs used for the SFN transmission, and the DMRS has multiple spatial relations to the TRS’s from the different TRPs.
Pre-coding is, however, performed separately for each TRP since we don’t yet have C-JT. In order to select precoding scheme or precoding periodicity, it’s therefore not of any interest to know the channel variability of the combined signal, what is of interest is to know the channel variability of the separate channels towards each TRP.
What would be needed for this scenario is therefore not the relative Dopplershift between the TRSs from different TRPs and it’s not the doppler spread or channel variability of the combined channel.
What would be needed is instead to be able to configure separate reports of the channel variability (e.g. the autocorrelation function) for each TRS corresponding to the TRPs involved in the SFN transmission.

	Huawei/HiSi
	In general, we support Alt A TDCP reporting based on Doppler profile. 

Regarding Ericsson comments “It’s (Alt A4) thus, not a good proposal for the agreed use-cases.” And “We think this proposal would require a thorough feasibility study, which we don’t think could be achieved within the current work item.”, we would like to reiterate here that “aiding gNB implementation in CSI prediction for TDD” is an agreed use case for TDCP reporting. Since channel aging in TDD system under mobility scenario is an unresolved issue and could cause severe performance loss while TDCP reporting intrinsically address the lack of time domain property information, we see no point putting aside this valuable information for the use case of CSI prediction. 

As we have shown in Section 4.1 of R1-2210913, Alt B could not enable this use case at all while Doppler based TDCP reporting would be a more efficient way to do so. Let alone that Doppler information could provide time-correlation information as well as commented by companies. Thus, we support Alt A, as it could support all the “agreed use-cases” instead of merely aiding gNB to select precoding mode. 


	Ericsson
	@Huawei/HiSi :
This is the agreement about the use case in your reply from #110 meeting:

Agreement
For the Rel-18 TRS-based TDCP reporting, the use case of “aiding gNB-side CSI prediction” is refined to “aiding gNB implementation in CSI prediction for TDD”

We made the agreement under the assumption in RAN1 that this “CSI prediction for TDD” shall not have impact on the design of TDCP reporting. The record of the discussion can be found in R1-2207978 proposal 3A. How to use the TDCP report for CSI prediction is up to gNB implementation and shall not impact the design of TDCP reporting.

	CATT
	@Ericsson
We have different understanding about the agreement made in RAN1#110 meeting. The prediction behavior itself is gNB implementation. Different gNB vendors may choose different algorithms to perform the prediction. But it clearly has impact on the design of TDCP reporting. That’s why the last note is added in the following agreement:

Agreement
For the Rel-18 TRS-based TDCP reporting, down select one of the following alternatives by RAN1#110bis-e:
· AltA. Based on Doppler profile
· E.g., Doppler spread derived from the 2nd moment of Doppler power spectrum, average Doppler shifts, Doppler shift per resource, maximum Doppler shift, relative Doppler shift, etc
· AltB. Based on time-domain correlation profile
· E.g. Correlation within one TRS resource, correlation across multiple TRS resources
· Note: The correlation over one or more lags of TRS resource may be considered.  The lags may be within one TRS burst or different TRS bursts
· AltC: CSI-RS resource and/or CSI reporting setting configuration parameter(s) to assist network
· E.g. gNB configures UE with multiple choices on what to assist (e.g. two or more CSI-RS/report periodicities, or precoding schemes depending mainly on UE velocity), then UE report according to configuration; parameters correspond to CSI reporting periodicity, codebook type, etc.
Note: Different alternatives may or may not apply to different use cases

	ZTE
	@Ericsson, thank you so much for your question, mTRP-operation is highlighted by our side, rather than mTRP-SFN only.

Specifically, in our scenario, from gNB perspective, it will enable TRP-specific TRS rather than TRP-common TRS. Then, the question for gNB side is to identify the velocity/channel variability of a UE, and then based on the results, CSI-RS/CSI periodicity will be configured accordingly (even whether SFN mode or other mTRP/sTRP-modes should be enabled or not). But, the question is that, for a given scenario in mTRP, there are several high/medium/low-speed UEs in a network, and then the relative Doppler shift between different TRS can represent the velocity/channel property well.


	Mod V46
	After reviewing the Tdocs, this is my observation (please correct me if I am wrong):

Key consideration:
· It seems clear that any flavour of AltA results in lower overhead compared to AltB. 
· Since only aperiodic stand-alone reporting is supported for TDCP reporting, it’s unclear if overhead is a serious issue for, e.g. NLAGxB bits, especially for 1 TRS resource
· It seems clear that AltB is simpler for the UE to calculate 
· It is possible that AltB is simpler to test in RAN4
· Since this highly depends on the proposed test, this could be ruled as speculative
· Therefore, the key factor would be performance. This can be summarized as follows: 
· One AltB (TD correlation) proponent argues that AltA (compressed Doppler) is bad because when used to derive TD correlation, it’s not accurate. AltB proponents presumes that TD correlation is the best measure of channel variability needed for the agreed use cases 1+2. But this assumption remains unverified. Therefore, the argument is circular (since measured TD correlation is surely more accurate in estimating TD correlation than measured and processed Doppler spread/shifts)
· No evidence via simulation that AltB outperforms AltA when used for configuration switching (in terms of TP via SLS/SLS, or SCS). 
· Companies providing results: Ericsson
· Two AltA (Doppler) proponents show, by comparing predicted precoder based on Doppler with the actual precoder at various UE velocities) that classification based on AltA is sufficient for the agreed use cases 1+2+3. Other companies use predicted channel vs actual channel. Either side-by-side comparison or SCS is used
· In addition, Google shows that AltB (max channel correlation) falls short when SCS is used (predicted vs actual precoder) – although this is refuted by Ericsson which counter-argues using a scatter plot arguing for a good classification based on TD correlation
· Companies providing results: Huawei, Google
· One AltA.5 (Doppler) proponent argues that AltB fails to provide good estimate of Doppler spread. Just as Ericsson’s argument, this argument doesn’t demonstrate that one alternative is superior to the other for the agreed use cases (i.e. circular in nature)
· Results from other companies lack direct comparison among alternatives (especially AltA vs AltB) for the agreed use cases 

Assuming the above summary is sufficiently accurate, I request that AltB proponents provide some arguments why AltB is superior to AltA (and variants) using the agreed use cases, e.g. similar to Google’s analysis/simulation or other types of metrics. 

With the current set of results, it suggests that AltA is superior solely based on Google’s analysis (The reply from Ericsson simply suggests that AltB is better than what Google depicts in terms of the scatter plot depiction – but not necessarily superior to AltA).
 

	Ericsson
	We are providing additional results requested by the FL in a revised tdoc R1-2212697.  The additional results are reproduced here:

The figure below shows an SCS comparison between autocorrelation vs (maximum minus minimum Doppler shift) for two different lag values.  The figures below show that Maximum minus minimum Doppler shift completely fails to differentiate SCS variations for a CDL-A channel, while the autocorrelation does a good job in doing so.
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We note also that the for a given UE velocity the channel can vary in many ways that impact SCS and autocorrelation but this can’t be seen by figure corresponding to the maximum minus minimum Doppler shift. E.g. other factors causing channel variations may be the AoA spread and the UE direction which may differ even when the UE velocity is the same. As an example, we look at the effect of UE direction below. In the figures below, we see that this gives rise to an even larger range of SCS values that can’t be resolved by the Maximum minus minimum Doppler shift.  These results demonstrate that Alt B is superior to Alt A
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The reason why the superiority of the Autocorrelation measure is not clearly seen in the scatter plots shown by Google is because they overlay CDL-A channels with velocities 3km/h, 10km/h, 20km/h, 30km/h, 60km/h, and 120km/h in the same figure. Since the autocorrelation seen as a function of velocity is oscillating, no linear correlation can be seen. The relation exists but is highly non-linear.
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This is the reason why the autocorrelation needs to be estimated at multiple lags. For low, velocities a large lag is most useful, while for large velocities a smaller lag is most useful. Selecting the appropriate lag one can show that the autocorrelation performs well at any velocity, while the Maximum minus Minimum Dopplershift fails.

One should note that for all measures it’s necessary to use multiple lags. When doing a real measurement of frequency offsets (such as e.g. Doppler shifts) it’s necessary to resolve phase ambiguities like


i.e. resolve the value of n. To do this, measurements at multiple lags  are needed.

If we limit the range of velocities so that the autocorrelation is not too non-linear over the range, the scatterplots of Google can actually make some sense. Below we have used the CDL-A channel with velocities 10km/h and 20km/h and directions [1 0 0] and [0 1 0] together with a lag of 5ms. The correlation coefficient between the SCS and the autocorrelation is 0.81 while the correlation coefficient between SCS and Maximum minus minimum Doppler shift is -0.65. Thus, the Autocorrelation outperforms the Maximum minus minimum Doppler shift also here. We note that while the Maximum minus minimum Doppler shift can to some extent differentiate SCS variations between the different CDL channels with different UE velocity, it fails to differentiate between SCS variations within one CDL channel as well as between different CDL-channels with the same UE velocity but different UE direction or AoA spread. 
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We note that the SCS comparison above should remove any doubts about circular argumentation with regards to the usefulness of the autocorrelation function.

One should also remember that when it comes to real measurements rather than ideal ones, the Maximum minus minimum Doppler shift is very volatile, depending strongly on whether certain low power channel rays are detectable above noise or not. This will make the Maximum minus minimum Doppler shift underperform even more compared to the autocorrelation function when comparing real measurements rather than ideal measures.

Regarding the overhead issue, we can’t see that the overhead for a small number of autocorrelation values can be a big issue. It’s completely negligible compared to the overhead associated with a CSI-report.   Plus, TDCP reporting is only agreed with A-CSI triggering, so the overhead concern is even less.  Since the autocorrelation varies slowly with time it also needs to be reported quite rarely.


	Nokia/NSB
	@Ericsson: do you have similar scatter plots for LOS channels CDL-D that you considered in your tdoc, instead of CDL-A, which is a NLOS model? What metric is plotted on the y axis, is it the correlation value at a certain lag or are you plotting all correlation amplitudes for all reported lags?

	Ericsson
	@Nokia:  The metric plotted in the y axis is the same as the one used by Google in their Tdoc.  It is called SCS in Google’s contribution, and we used the same definition for SCS as in their TDoc.  In our understanding, SCS metric is a measure of how much the channel varies. In each figure, we plot the correlation values at a certain lag for different channel generations.  As these are additional results that we generated based on request from FL, we used CDL-A for comparison (as Google also used CDL-A).

	Nokia/NSB
	@Ericsson: btw, thanks for generating these results. Sorry I meant x axis rather than y axis. I mean, for a given TDCP report, I assume you calculate the cosine similarity between the most recent reported CSI and the current channel. What value of the autocorrelation function is this WSCS value plotted against? If a TDCP reports N autocorrelation legs, does it mean that the WSCS value for that report is plotted N times, once for each value of the reported autocorrelation?

	Ericsson
	@Nokia/NSB: Thank you for the questions. 😊 Both values (autocorrelation and WSCS) are ideal values based on the ideal channel without noise. Thus, there is no relation to any specific RSs. The lag is the same for both SCS and Autocorrelation and they are evaluated at the same time instance. For the autocorrelation the geometric mean normalization is used and the absolute value is taken (in accordance with proposal B). The plots are for the autocorrelation of one lag only. For widely different UE velocities one would, however, need to use different lags to avoid ambiguities and for realistic measurements also to get good accuracy.

	IDC
	Our first choice remains as AltA. One way to resolve the current situation, would be leaving it to UE implementation, and agree to a fixed payload for TDCP report for either configured/reported alternative.

On another point, regardless of the final selection, the aspect related to the quality of measurement as captured in the  existing agreement should be carried to allow further discussion according to the final selection of the TDCP.
FFS: The need for a measure of confidence level in the TDCP report, and/or UE behaviour when the quality of TDCP measurement is not sufficiently high

	Google
	Thanks Ericsson for the results. I do not know why in the right figures, the Doppler is always fixed in the simulation. I have no idea how could this happen. At least the Doppler should be in a certain range instead of a line…

In addition, for channel correlation with 5ms lag, I am not sure whether different AGC factors could have any impact. We cannot guarantee the AGC factor is always the same for every 5ms TRS.



	Mod V51
	Added proposal 3.A to remove alternatives supported by 1-2 companies (AltA2-5).
If the proponents of AltA2-5 can come up with a single (synthesized, not a mere package that includes all possibilities) joint proposal, I can add a third alternative. I personally think AltA2-5 have a lot in common (Doppler “shift” calculated at the energy concentration of the channel impulse response/transfer function)

	Ericsson
	@Google: We have used the ideal maximum minus minimum Doppler shift. This means that the Doppler shift of all the channel rays of CDL-A are used in the maximum and minimum operations. Since the channel rays of CDL-A are tabulated and fixed, this means that there is no variation of the measure with time. In a real measurement there would be variations with time since channel rays would fade in and out of noise, i.e. the measurement would have a time varying error relative to the ideal measure.

Since we use the geometric normalization there is no impact from AGC.

Question to Google:

Alt A1 is based on finding the Maximum minus minimum Dopplershift   from the equality 



where




Since   and   is real valued and  can be complex, if we minimize the following error




The imaginary part of   will not be minimized. This does not seem to make sense.  The only possible solution is  , which exists for the case . For any other  there is no solution.  Could you clarify how you do the minimization for Alt A1?
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Table 5.2.2.2.5-4: Combinatorial coefficients C(x,y)

1 2 3 4 5 6 7 8 9
0 0 0 0 0 0 0 0 0 0
1 1 0 0 0 0 0 0 0 0
2 2 1 0 0 0 0 0 0 0
3 3 3 1 0 0 0 0 0 0
4 4 6 4 1 0 0 0 0 0
B 5 10 10 5 1 0 0 0 0
6 6 15 20 15 6 1 0 0 0
7 7 21 35 35 21 7 1 0 0
8 8 28 56 70 56 28 8 1 0
9 9 36 84 126 126 84 36 9 1
10 10 45 120 210 252 210 120 45 10
1 11 55 165 330 462 462 330 165 55
12 12 66 220 495 792 924 792 495 220
13 13 78 286 715 1287 1716 1716 1287 715
14 14 91 364 1001 2002 3003 3432 3003 2002
15 15 105 455 1365 3003 5005 6435 6435 5005
16 16 120 560 1820 4368 8008 | 11440 | 12870 | 11440
17 17 136 680 2380 6188 | 12376 | 19448 | 24310 [ 24310
18 18 153 816 3060 8568 | 18564 | 31824 | 43758 | 48620
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