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Finalize representative sub use cases for CSI feedback enhancement
Summary of proposals
Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub-use case in RAN1 109-e meeting. Two sub-use cases: CSI-RS configuration and overhead reduction, resource allocation and scheduling are down-selected in RAN1 110. Three sub-use cases: Joint CSI prediction and CSI compression, CSI accuracy enhancement based on traditional codebook design, and temporal-spatial-frequency domain CSI compression sub-use cases are down-selected in RAN1 110bis-e.
The remaining open sub-use case is time domain CSI prediction. Following table summarizes company’s proposals the CSI prediction.  

	Company
	Key Proposals/Observations/Positions

	FUTUREWEI
	Proposal 1: Consider the one-sided temporal-domain CSI prediction as another representative sub use case in Rel-18 study.

	Huawei
	Proposal 1:  CSI prediction using one sided model is selected as a representative sub-use case for CSI enhancement.

	Ericsson
	1. [bookmark: _Toc118726286]The one-sided AI/ML model-based CSI prediction in the UE is selected as a sub-use case for CSI enhancements in this SI
1. [bookmark: _Toc118726287]The baseline for AI/ML based CSI prediction is the legacy behaviour, i.e. no prediction using a single CSI-RS measurement 

	vivo
	Proposal 1:  The AI-based CSI prediction is a solution can bring significant gains but with minor workload and spec effort. Thus, the AI-based CSI prediction should be selected as one representative sub-use case for CSI feedback enhancement use case.

	ZTE
	Observation 1: It’s necessary to take both the nearest historical CSI and non-AI/ML based CSI prediction approach as baselines for comparison when studying AI/ML based CSI prediction.
Observation 2: Based on current evaluation assumptions in 9.2.2.1, AI-based CSI prediction can provide good performance gain when baseline is the nearest historical CSI. However, AI-based CSI prediction almost has similar performance when the baseline is non-AI/ML based CSI prediction. 
Observation 3: Time domain CSI prediction at gNB side is more likely an implementation behavior with less specification impact.
Proposal 1: To further proceed the AI/ML-based CSI prediction sub use case, the following issues should be considered:
· Justify the scenarios that AI/ML based CSI prediction shows obvious advantages over non-AI/ML based CSI prediction, e.g., reduced lengths of measurement window, reduced decorrelation distance, high UE speed, low LOS probability, etc.
· Prioritize UE-sided time domain CSI prediction over gNB-sided time domain CSI prediction. 


	Google
	Proposal 11:  At least the AI/ML based CSI prediction in NW side should be selected as a sub-use case.

	Panasonic
	Proposal 1: CSI prediction using one-sided model is not considered as representative sub use cases.

	CATT
	Observation 1: AI/ML based CSI prediction in time domain is similar with BM-Case2, e.g., collaboration level, data collection procedures and algorithms for prediction.
Proposal 1: AI/ML based CSI prediction in time domain, if selected, is studied in Rel-18 with low priority.
· If selected, both UE-side and network-side prediction can be studied.

	Spreadtrum
	Proposal 1: Support CSI prediction using one-sided model as one representative sub use case.

	Xiaomi
	Observation 1: It is not clear how much gain can be obtained if CSI prediction based on AI/ML is applied to enhance codebook in Rel-18 MIMO CSI back for high/medium velocities comparing with legacy CSI predication algorithm.
Proposal 1:  CSI predication in time domain should be deferred considering work load, specification efforts and no suitable performance baseline.


	Intel
	Proposal 11: 
· Consider at least the following options for CSI prediction using one-sided model with minimum specification impact
· Channel prediction at the UE side for Rel-18 PMI codebook with Doppler-Domain compression
· Channel prediction at the gNB side based on SRS measurements
· Channel prediction at the gNB side based on legacy CSI feedback


	OPPO
	Proposal 1: In R18, time domain CSI prediction can be identified as a representative sub use cases for CSI feedback enhancement, following two cases should be evaluated:
· Case 1: CSI prediction to deal with the impact of scheduling delay on the use of CSI information
· Case 2: CSI prediction to avoid redundant CSI-RS overhead
Proposal 2: Regarding the CSI prediction baseline
· Sample-and-hold can be considered as the initial baseline for calibration
· Companies can propose some non-AI CSI prediction algorithms (e.g. Kalman filtering, MMSE filtering, etc.) as the baseline
Proposal 3: Regarding the deployment side for CSI prediction model,
· Both UE-side prediction and NW-side prediction can be included for study
· Performance evaluation with different assumptions on the input and output should be studied
· Potential specification impacts on CSI report and LCM should be studied


	TCL communication 
	Proposal 3: To fix the problem of outdated CSI report, the predictive CSI model is supported to predict CSI at a future scheduling time.


	China Telecom
	[bookmark: OLE_LINK15][bookmark: OLE_LINK127][bookmark: OLE_LINK128][bookmark: OLE_LINK55][bookmark: OLE_LINK89][bookmark: OLE_LINK54]Proposal 1: Study benefits of using AI/ML for CSI compression and potential specification impact in temporal-spatial-frequency domain compression.
[bookmark: OLE_LINK20]Proposal 2: Support report historical CSI and the corresponding time information as model input in temporal-spatial-frequency domain compression.
Proposal 3: Support CSI compression in temporal-spatial-frequency domain using two-model AI/ML model can be regarded as a special case in spatial-frequency domain to study.
Proposal 4: Support gNB-based prediction in temporal-domain using one-sided AI/ML model.


	ETSI
	
Observation 1: AE based CSI compression can be trained separately at gNB and UE side in parallel when proper transformation and/or regulation is applied.
Observation 2: PCA based CSI compression can either be trained jointly at a single side (gNB or UE sides) or separately at gNB and UE sides in parallel.

Proposal 1: For AI/ML model-based CSI compression sub use case in NR air interface, study AE based CSI compression including:
· Transformation to align different latent space(s) (e.g., Procrustes transformation)
· Regulation to have geometric similarities between different latent space(s) (e.g., isometry regulation)

Proposal 2: For AI/ML model-based CSI compression sub use case in NR air interface, study PCA based CSI compression.

Proposal 3: For AI/ML for CSI feedback enhancement, study time-domain CSI prediction as another sub-use case.


	Sony
	Observation 1: The raw channel measurements from CSI resources are more amenable to prediction than the CSI-related quantities that are traditionally reported in CSI measurement reports.

Proposal 1: RAN1 should agree a set of plausible scheduling instances for CSI prediction at least for use in AI/ML model evaluation.
Proposal 2: RAN1 should consider the following options for an AI/ML CSI enhancement framework:
Option 1: UE AI/ML does CSI measurement prediction for DL and gNB does same of UL transmissions.
Option 2: gNB does CSI measurement prediction for both DL and UL transmissions.
Proposal 3: RAN1 study paradigms for increasing CSI measurement granularity also in frequency domain by prediction. 


	CMCC
	Proposal 1: CSI prediction in time domain could be studied as a representative sub use case for AI based CSI enhancement.


	NVIDIA
	Observation 1: Autoencoder based CSI feedback is a promising AI/ML technique for CSI feedback enhancement.
Proposal 1: Both autoencoders with raw channel matrix as input and autoencoders with eigenvector(s) of raw channel matrix as input are in scope of the spatial-frequency domain CSI compression using two-sided AI model.
Observation 2: Evaluation results demonstrate the feasibility of spatial-frequency domain CSI compression using two-sided AI model.
Observation 3: Evaluation results demonstrate the performance gains of CSI prediction using one-sided AI model.
Proposal 2: AI/ML based CSI prediction using one-sided model is selected as one representative sub-use case for CSI feedback enhancement use case.
Proposal 3: The inference of one-sided AI/ML model for CSI prediction can be performed at either gNB or UE. Both should be studied to assess the specification impact of performing CSI prediction at gNB side vs. UE side.
Proposal 4: Focus on the sub-use case of spatial-frequency domain CSI compression using two-sided AI model and the sub-use case of CSI prediction using one-sided model to develop a thorough understanding of the performance of the AI models and the associated potential specification impacts.
Proposal 5: The study of potential sub-use cases other than the spatial-frequency domain CSI compression using two-sided AI model and CSI prediction using one-sided model can be postponed.

	Interdigital 
	Proposal 1:		Define baseline scenarios against which proposed sub-use cases are to be compared.
Proposal 2:		Implementation-based AI/ML functionality can already be supported at the UE or the gNB and should be considered in the definition of realistic DL channel estimation baseline scenarios.
Proposal 3: 		Study how to use AI/ML based CSI compression to improve CSI accuracy without increasing feedback overhead or to reduce feedback overhead without reducing CSI accuracy.


	Interdigital 
	Observation 3: considering that a solution to address high Doppler impact for CSI feedback is already under discussion in on-going Rel-18 MIMO WI, the main focus of Rel-18 AI/ML SI is NOT studying as many as use cases/sub-use cases as possible, and current workload is already too high, the AI/ML based CSI prediction shouldn’t be studied as a sub-use case in Rel-18
Proposal 8: 		AI/ML based CSI prediction is not studied as a sub-use case in Rel-18.


	Lenovo
	Proposal 13	Support AI-based CSI prediction as a representative sub-use case for CSI feedback enhancement use case
Proposal 14	For AI-based CSI prediction, the CSI prediction applies only to time-domain, whereas spatial and frequency domains follow the legacy codebook-based transformation approach   
Proposal 15	For AI-based CSI prediction, the baseline for comparison is based on (i) multiple realizations of Rel-16 eType-II codebook-based CSI feedback, and (ii) MIMO Rel-18 codebook design outline

	Apple
	Proposal 1:    Consider time domain CSI prediction using UE-sided AI model as one representative sub use case for R18 AI based CSI study. 


	LG
	Proposal 1: Focus on spatial-frequency domain CSI compression using two-sided AI model. CSI prediction is not selected as another representative sub-use case unless clear benefit is shown. 


	CAICT
	Proposal 1: CSI prediction as a representative sub use case could be supported. 


	NTT DOCOMO
	Proposal 1: Do not take any sub use case other than spatial-frequency CSI compression as a representative sub use case due to the workload


	Samsung
	Proposal 1-1: Study CSI prediction/extrapolation as one sub-use case for AI/ML for CSI feedback enhancement, including signaling requirements, input/output requirements, CSI configurations, and training strategies.

Proposal 1-2: Study UE-side CSI prediction/extrapolation under collaboration level y and its related spec impact, where limited information exchanges (without model transfer) are required to configure/enable AI/ML.

Proposal 1-3: Study network-side CSI prediction under collaboration level y and its related spec impact, where limited information exchanges (without model transfer) are required to configure/enable AI/ML.


	Qualcomm
	Proposal 1: [bookmark: _Toc118462573][bookmark: _Toc118487753][bookmark: _Toc118487695]If AI/ML based CSI prediction sub-use case is selected as a representative sub-use case for AI/ML based CSI feedback enhancement, the sub-use case should focus on prediction only at the UE-side.


	MediaTek
		Proposal 1.	Study CSI prediction as a sub use case under Rel-18 AI/ML-based CSI feedback enhancement.


	Nokia
	Proposal 9: Support CSI prediction as a second sub-use case.

Proposal 10: Compare channel prediction over broad bandwidth versus based on Type II CSI per sub-band. 

Proposal 11: Consider UE sided as well as gNB sided channel prediction, as well as potentially include combined prediction between UE and gNB.


	AT&T
	Observation 1: There are several unique improvements in AI/ML CSI prediction that are not covered by the R18 MIMO CSI enhancement.
Proposal 1: Finalize the representative sub-use case to be considered for the CSI feedback enhancement.
Proposal 2: CSI prediction is selected as a representative sub-use case for CSI feedback enhancements. 
Proposal 3: Use same baseline for AI/ML CSI prediction as in R18 MIMO CSI enhancement.
Proposal 4: For the CSI prediction sub-use case, both a gNB-side model and a UE-side model should be considered



Summary of discussion:
CSI prediction use case have been debated for several meetings. Below is a summary of submissions and previous discussion. 
· EVM: Majority of CSI prediction EVM have been captured as conclusion in RAN1 110 and 110bis-e. 
· Performance gain: from the evaluation results in 9.2.2.1, AI based algorithm can achieve 5dB-15dB gain on NMSE comparing to a non-AI/ML algorithm (AR, linear filtering, etc.) 
· On potential specification impact: CSI prediction is one sided model, potential specification impact is much less comparing to two-sided model.   
· On R18 MIMO work duplication:  
· The work in R18 MIMO concentrates on the enhancement of codebook and time domain compression. AI-based CSI prediction needs to study more specific details. 
· The CSI prediction in R18 MIMO is dedicated for R18 CSI codebook while the AI-based CSI prediction is an independent module which can be sequentially combined with arbitrary compression (e.g., AI-based compression and R15, R16, R17, R18 codebook-based compressions).
· The work in R18 MIMO will not specify a prediction algorithm as a baseline. Therefore, even we wait for the process of R18 MIMO, they will not provide us any agreed-on non-AI algorithm as a baseline.    
The concern is mainly workload and R18 MIMO work item duplication.  To address the workload issue, further limit to UE side prediction was proposed as well. 
Since this is the last meeting to decide the sub-use case selection, we need to conclude the discussion one way or the other. Three options are on the table to conclude:  
Proposal 2-1 (closed): 
Option 1: Time domain CSI prediction using one sided model is selected as a representative sub-use case for CSI enhancement.   
Option 2: Time domain CSI prediction using UE sided model is selected as a representative sub-use case for CSI enhancement.   
Option 3: Time domain CSI prediction using one sided model is NOT selected as a representative sub-use case for CSI enhancement.   

Please indicate whether you support option 1, option 2 or option 3. If you prefer option 1 or option 3, but can accept option 2 as a compromise, please indicate as well.  
	
	 Supporting companies

	Option 1
	 Huawei/HiSi, vivo, OPPO, Fujitsu, CAICT, NEC, CATT, Spreadtrum, Samsung, CMCC, AT&T, Sony

	Option 2
	Huawei/HiSi, vivo, OPPO, DCM (compromise), Qualcomm, ETRI, CAICT, ZTE, Spreadtrum, Samsung (compromise) , CMCC, Panasonic, AT&T

	Option 3
	DCM, LG, Panasonic


 
	Company
	View

	Huawei/HiSi
	We hold the same view as in the last meeting: performance gain is clearly observed; in addition, as CSI prediction is one-sided model, it is simpler than CSI compression and would not bring too much additional work load.
For whether a gNB based and/or UE based model, our thinking is it may be a bit early to make down selection right now, but we can live with UE side only, as gNB side prediction based on SRS measurement may be implementation

	OPPO
	We support to identify the time domain CSI prediction as a representative sub use cases for CSI feedback enhancement.
Besides, from current studies, at least following 2 cases are the sources of triggering CSI prediction researches:
· Case 1: CSI prediction to deal with the impact of scheduling delay on the use of CSI information
· Case 2: CSI prediction to avoid redundant CSI-RS overhead
Considering the workload of R18, as well as considering that the RS overhead reduction has been excluded at the beginning of this SI, we suggest for CSI prediction in R18, it would be better to focus on the first case, i.e. to deal with the impact of scheduling delay on the use of CSI information through AI/ML based time domain CSI prediction, and identify the EVM assumptions and potential protocol impacts
Start with UE side CSI prediction is OK to us

	Fujitsu
	Similar to the sub-use cases in BM, we think both CSI prediction@NW and CSI prediction@ UE should be studied.

	NEC
	As FL’s said, this is the last meeting to decide the sub-use case selection. It means that we just need to decide whether to introduce the sub use case of time domain CSI prediction using one sided model, rather than making a selection between NW-based prediction and UE-based prediction.

	ZTE
	From our view, Option 2 is the first preference. However, according to our preliminary simulation results, AI-based CSI prediction can provide good performance gain when baseline is the nearest historical CSI, while AI-based CSI prediction almost has similar performance when the baseline is non-AI/ML based CSI prediction. With observations above, 9.2.2.1 may need to justify the scenarios that AI/ML based CSI prediction shows obvious advantages over non-AI/ML based CSI prediction, otherwise specific non-AI approaches are enough to provide competitive or even better  performance for CSI prediction compared with AI approaches.

	Lenovo
	We prefer removing Option 2 for now. We should first make a decision on whether one-sided AI CSI prediction is supported, and then study the selection of the prediction node at a later stage

	Samsung
	As we’ve previously noted, Option 1 is our preference, given:
· the seriousness of the problem that this sub-use case addresses
· this sub-use case’s relatively limited workload (compared to CSI compression)

We can live with Option 2 if that is the majority view, though.

	Panasonic
	The specification impact on how to support CSI prediction has been already discussed in MIMO agenda and then, to have duplicate discussion in AI/ML agenda should be avoided. On AI/ML related specification impact could be similar to other use case such as beam prediction for beam management use case. Therefore, our first preference is Option 3. However, considering the situation, we also OK with Option 2.

	Xiaomi
	Considering work load, specification efforts and no suitable performance baseline., we prefer to deferring the study of CSI predication in time domain. If it is selected as a sub-use case , we only support CSI predication at UE side.




Discussion: 
After Monday’s online discussion, FL proposes the following options to address the workload concern. Option 1 is to avoid any potential duplication discussion with R18 MIMO WI, only focus on LCM related potential specification impact. Option 2 is to continue discussion in evaluation agenda 9.2.2.1 and capture the observations in the TR.  Potential LCM related specification impact discussion in 9.2.2.2 is deprioritized, by reusing LCM procedure for one sided model in other sub-use case.
    
Proposal 2-1(v1): 
Option 1: Time domain CSI prediction using UE sided model is selected as a representative sub-use case for CSI enhancement.   
Note: No discussion on potential specification impact which would duplicate the work in Rel-18 MIMO WI.
Option 2: Time domain CSI prediction using UE sided model is selected as a representative sub-use case for CSI enhancement.   
Note: Continue evaluation discussion in 9.2.2.1. Defer potential specification impact discussion at 9.2.2.2 until the end of R18 SI. 
Note: LCM related potential specification impact follow the high level principle of other one-sided model sub-cases.  



Please indicate whether you can go with the updated proposals option 1 or option 2.  
  
	
	 Supporting companies

	Option 1
	Intel, Samsung, CAICT, MediaTek, Fujitsu, Panasonic

	Option 2
	MediaTek, Fujitsu, Xiaomi, Panasonic



Potential specification impact for CSI compression with two-sided model  
Training collaboration 
Three types of training collaboration were agreed in RAN1 110. Following table summarize company’s proposals and observations related to each type of training collaboration.  
	Company
	View

	 FUTUREWEI
	Proposal 4: For solution belongs to training/collaboration Type 1, further study potential standards impact associated with:
· Exchanging model information, including protocol/signalling mechanism that enables the model transfer
· Exchanging additional functional modules (if not integrated with the model) and/or other supporting information between gNB and UE to help the receiving node to perform the encoding/decoding function 
Proposal 5: For solution belongs to training/collaboration Type 2, further study potential standards impact related to:
· Information exchanges between the UE and network prior to the joint training procedure at UE side (for CSI generation part) and network side (for CSI reconstruction part) respectively, e.g., training data, supporting information. 
· Information exchanges between the UE and network during the joint training stage.
Proposal 6: For solution belongs to training/collaboration Type 3, further study potential standards impact related to:
· Information exchanges between the UE and network prior to the separate training procedure. at UE side and network side which may include training data, intermediate output, and other supporting information, e.g., common assumptions, if applicable.
Proposal 7: For CSI compression using two-sided model use case, study potential standards impact related to supporting multi-vendor operations across UE vendors and network vendors.

	Huawei
	Observation 3: For training Type 1 (joint training of the two-sided model at a single side/entity), performing joint model training at Network side and deliver the model to the UE side is more realistic and beneficial for Network to achieve.
Observation 4: For training Type 2 (joint training of the two-sided model at Network side and UE side, respectively), it relies on complex design to support real-time interaction of FP/BP iterations between Network and UE which introduces challenges for implementation especially for multi-vendor cases.
Observation 5: For training Type 3 (Separate training at Network side and UE side, respectively), NW first training is more realistic and beneficial for Network to achieve.

Proposal 6: In CSI compression using two-sided model use case with training collaboration type 3, further study potential specification impact on:
· Training dataset and/or other information delivery from UE side to NW side for UE first training
· Training dataset and/or other information delivery from NW side to UE side for NW first training
· The specification impact includes the size of the dataset, format of data sample, type(s) of the data sample, etc.
Proposal 7: Study the potential specification impact for each of the following training types:
· Type 1 (Joint training at a single side/entity), including AI/ML model transfer, e.g., the model structure, model parameters, etc.
· Type 2 (Joint training of the two-sided model at Network side and UE side, respectively), including FP/BP information exchange, training dataset delivery, etc.
· Type 3 (Separate training at Network side and UE side), including training dataset delivery.
· Potential specification impact focus on Type 3-1, i.e., specified interactions for dataset used for model training in another entity


	Ericsson
	[bookmark: _Toc118726304][bookmark: _Toc118726097]Observation 4: Fast switching between, or parallel use of multiple models in a node may only happen on the NW side, i.e. for the decoder, while the UE side model switching due to change of network (and thus potential network vendor as in roaming) happens rarely
[bookmark: _Toc118726297]Proposal 12: Prioritize the study of training methods that allow for training of a single decoder capable of handling multiple encoders.
[bookmark: _Toc118726298]Proposal 13: For the two-sided CSI compression use case, study the feasibility to handle site-specific models by updating the decoder only.
[bookmark: _Toc118726299]Proposal 14: Study specification impacts of the   model transfer from UE to NW, signalling and format of  (gradients backward propagation) from NW to UE and signalling and format of  (forward propagation/latent space) from NW to UE and UE to NW respectively. 


	Vivo
	Observation 1: Pros/cons for training collaboration type 1: 
1) Pros: Providing highest flexibility in developing scenario-/configuration-/site-specific models via model transfer and model updating
2) Pros: one side (UE or network) only needs to store models that are adaptive to specific scenarios/configurations, which could provide better performance and save storage room.
3) Pros: no need of storing large number of models at UE side.
4) Cons:  Model proprietary could not be kept during model transfer. However, if trivial models are used, model proprietaries issue does not exist.
Observation 2: Pros/cons for training collaboration type 2:
1) Pros: Model proprietary could be kept. However, if trivial models are used, model proprietaries issue does not exist.
2) Cons: Need to share real-time information on forward /backward propagation result and label data, of which the overhead is high. 
3) Cons: Need to store large number of site-specific models at UE side.
4) Cons: Both sides need to train and store a large number of models to adapt to various scenarios/configurations
Observation 3: Pros/cons for training collaboration type 3: 
1) Pros: Model proprietary could be kept. However, if trivial models are used, model proprietaries issue does not exist.
2) Cons: Need to share information on dataset.
3) Cons: Performance will degrade if shared dataset is insufficient.
4) Cons: Need to store large number of site-specific models at UE side.
5) Cons: Performance will degrade if one model need to be matched with multiple models.


	ZTE
	[bookmark: OLE_LINK3]Observation 4: Although Type 1-2/2-2/3-2 have no specification impacts in terms of model training procedures, it may be possible to have different life cycle management procedures for various sub-types.
Proposal 2: Further study potential specification impacts on training collaborations of a two-sided model in terms of model life cycle management, including:
· Type 1: Joint training of the two-sided model at a single side/entity
· Type 1-1: With specified model delivery for CSI generation model and/or CSI reconstruction model between network side and UE side	
· Type 1-2: With specification-transparent model delivery for CSI generation model and/or CSI reconstruction between network side and UE side	
· Type 2: Joint training of the two-sided model at network side and UE side, respectively.
· Type 2-1: With specified signaling and/or procedures for dataset and intermediate results of forward propagation and backward propagation between network side and UE side
· Type 2-2: Interactions for dataset and intermediate results of forward propagation and backward propagation are conducted offline between network side and UE side
· Type 3: Separate training at network side and UE side, where the UE-sided CSI generation part and the network-sided CSI reconstruction part are trained by UE side and network side, respectively.
· Type 3-1: With specified signaling and/or procedures for dataset used for model training in another side
· Type 3-2: Interactions for dataset used for model training in another side are conducted offline between network side and UE side


	Fujitsu
	Proposal-6: In the CSI compression using two-sided model use case with three training collaboration types, study on sperate training is suggested to be prioritized, taken into consideration of the issue of model proprietary and the feasibility of the training procedure.

Proposal-7: In the CSI compression using two-sided model use case with training collaboration type 3, further study the dataset exchange and its potential specification impacts on:
· Dataset quantization method, including high resolution codebook quantization, e.g. Rel-16 type II-like method with new parameter values.
· Dataset transfer with air interface signaling.
· Finetuning based model update.


	Panasonic
	Observation 1: Type 1 training involves the exchange of AI model and then, requires some common AI inference algorithm and common reference for model inference.
Observation 2: Type 2 and 3 with offline training might be feasible options at least Re.18/19 timeline from standardization effort perspective. Type 1 with network sided training can be potential in the long-term.


	CATT
	Proposal 2: Study the following aspects on parallel training for spatial-frequency domain CSI compression:
· Performance, SGCS, UPT, etc.;
· Mechanisms on training data collection & dataset delivery.


	Spreadtrum
	Observation 1: For AI/ML model training Type 1, AI/ML model possibly can not be executed, due to incompatibility issue between NW side and UE side.
Observation 2: AI/ML model proprietary can be kept for AI/ML model training Type 2 and Type 3.
Observation 3: Training dataset exchange is needed for AI/ML model training Type 2 and Type 3

	Xiaomi
	Observation 2: If the dataset for training AI/ML model or trained model are delivered in the proprietary way, there is no specification impact for the three training types.
Proposal 2: For training collaboration Type 1, the specification impact on CSI generation part or CSI reconstruction part transfer should be studied. 
Observation 3: It is challenged to trained a common CSI reconstruction part at network side due to different UE adopting different CSI generation parts.
Proposal 3: For training collaboration Type 2, the specification impact on assistance signalling and/or deliver methods of dataset should be studied. 
Observation 4: For UE-first separating training, it is challenged to trained a common CSI reconstruction part at network side due to different UEs adopting different model structures to train AI/ML model.
Proposal 4: For training collaboration Type 3 with UE-first separating training, the specification impact on assistance signalling and/or the transmission methods of input and output of CSI reconstruction part  should be studied. 
Observation 5: For NW-first separating training, network can train a common CSI reconstruction part since network is able to collect the trained dataset from different Ues.  However, UE may train different CSI generation part corresponding to different network vendor.
Proposal 5: For training collaboration Type 3 with NW-first training, the specification impact on assistance signalling and/or the transmission methods of input and output of CSI generation part should be studied. 


	Intel
	Proposal 4:
· It should be clarified that offline training only is assumed for the agreed training collaboration types
Proposal 5: 
· Performance loss is expected for Type 3 model training collaboration depending on training order and number of iterations


	Oppo
	Proposal 4: Further study the necessity and feasibility of training collaboration type 2, including 
· The performance loss and the cost caused by real-time FP/BP exchange
· The information exchange between the UE and NW during the joint training stage
· Whether the information exchange in training collaboration type2 belongs to model transfers or not needs to be clarified 
Proposal 5: Further study the necessity and feasibility of training collaboration type 3, to identify whether it is necessary to be a protocol visible training type.


	China Telecom
	[bookmark: OLE_LINK25][bookmark: OLE_LINK26]Proposal 5: For AI/ML operation with model exchange (type1), further study potential specification impact related to: 
· Size and format of AI model information and transmission method
· Signaling design on exchanging AI/ML model parameters
[bookmark: OLE_LINK31][bookmark: OLE_LINK32]Proposal 6: For AI/ML operation without model exchange (type2, type3), further study potential specification impact related to: 
· Information exchanges between the UE and the gNB prior to the AI/ML operation without model exchange at UE side and gNB side respectively, e.g., training data, supporting information, and so on. 
· [bookmark: OLE_LINK29][bookmark: OLE_LINK30]Intermediate information exchanges between the UE and the gNB, e.g., gradient information.


	CMCC
	Proposal 2: For CSI compression using two-sided model use case, when using Type 1 training collaboration, the potential spec impact on AI model transfer need to be studied.
Proposal 3: For CSI compression using two-sided model use case, when using Type 2 training collaboration, the potential spec impact on forward propagation and backward propagation information exchange need to be studied.
Proposal 4: For CSI compression using two-sided model use case, when using Type 3 training collaboration, the potential spec impact on assistance signaling for AI model information need to be studied.


	NVIDIA
	Proposal 6: In CSI compression using two-sided model use case, study the pros and cons of the following AI/ML model training collaborations:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, respectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
Proposal 7: For AI/ML model training for CSI feedback enhancement, study potential specification impact related to training data type/size, training data source determination, and assistance signalling and procedure for training data collection.


	Lenovo
	Proposal 8	Study the training collaboration types considering the communication overhead and/or the corresponding latency, based on whether the communication between gNB and UE sides during model training and model adaptation occurs over the NR air interface or via proprietary signaling
Proposal 9	Study the advantages/disadvantages of joint training at the UE side vs. joint training at the network side with Type 1 training collaboration
Proposal 10	For FDD systems with network-based model training, study the means of feeding back the CSI training data from the UE to the network for FDD systems

	Apple
	Proposal 3: Training collaboration type 2 over 3GPP air interface incur high complexity and large overhead. It can be deprioritized for R18 study.  

Proposal 4: Further discuss the pros/cons of each training collaboration type and sub-types.  
Proposal 7: For training collaboration type 3, for UE/NW first training, the UE/NW can update the model with newly collected data and send the new training dataset with model ID or dataset ID together with version number or time stamp for NW/UE side training.  


	CAICT
	Proposal 3: For joint training of the two-sided model at a single side/entity, network-sided training should be considered with higher priority than UE-sided training.
Proposal 4: In order to support joint training of the two-sided model at Network-sided, original CSI information feedback from UE side to network should be considered.
Proposal 5: AI model transfer process should be specified for joint training of the two-sided model at a single side/entity.
Proposal 6: In order to control the burden of intermedia results transfer of joint training of the two-side model at network and UE side, the amount and times of intermedia results transmission should be limited as much as possible.
Proposal 7: Original CSI information feedback from UE side to network is also needed for joint training of the two-sided model at network side and UE side.
Proposal 8: Dataset transfer from network to UE and AI model information exchanging between UE an network side should be considered for separate training at network aide and UE side. 


	NTT DOCOMO
	Observation 5: Three type of training procedures provides the similar performance, when the pre/postprocessing is aligned.
Observation 6: Type 2 and Type 3 training procedure requires large signalling overhead due to the dataset transfer from one side to the other.  
Observation 9: Discuss whether dataset delivery should be supported in CSI compression and whether to specify the dataset delivery in 3GPP if it is supported. 
Observation 10: Model registration and assistance information can be used for paring of trained two-sided models in CSI compression. 
Proposal 3: Consider Type 1 training procedure with model delivery outside 3GPP in Rel-18 AI/ML as baseline, where offline agreements are made between multiple vendors before the model delivery.
Proposal 5: Study the mechanism to align the paired trained models for two-sided models.


	Samsung
	
Proposal 2-5: Deprioritize two-sided model training collaboration that requires extensive sharing of training, validation and testing datasets in this study item.

Proposal 2-6: Study the impact of the following factors on two-sided model development approaches:
· Requirements on privacy-sensitive dataset sharing 
· Scalability, i.e., whether the number of models one vendor should develop increases with the number of collaborating vendors
· Whether two-sided model development approaches adhere to 3GPP’s open and fair framework

Proposal 2-7: For Type 3 training collaboration, study performance impact of training/testing an encoder with a reference decoder.


	Qualcomm
	Observation 2:	For the AI/ML-based CSI feedback enhancement use case, the use of an AI/ML model for inference within a device would require prior offline device-specific optimization and testing.
Observation 3:	Type 1 training performed on the NW-side without the involvement of the UE-side vendor would result in a UE-side model that:
· is not optimized in a device-specific manner for the intended UE-side device, 
· assumes a structure and input format that is not compatible with the UE-side implementation, and
· may have sub-optimal performance due to a discrepancy between the training and inference data distribution due to device-side variations.
Observation 4:	Type 1 training performed on the NW-side with involvement of the UE-side vendor requires the UE-side to provide information (such as model structure, pre-processing, post-processing, datasets and ground truth) to the training entity to ensure that the trained models are suitable for inference.
Observation 5:	For NW-side type 1 training with UE-side involvement, developing a new model for a new UE device type or vendor can result in a large engineering effort across multiple vendors.
Observation 6:	It is feasible to train a two-sided AI/ML model using an offline Type 2 (multi-vendor) training approach with performance comparable to Type 1 training.
Observation 7:	For type 2 training, developing a new model for a new UE device type or vendor can result in a large engineering effort across multiple vendors if the NW-side or UE-side use a common model for multiple models on the opposite side.
Observation 8:	As compared to Type 2 training, the Type 3 offline training approach is more flexible as it does not require coordination during the training process.
Observation 9:	For Type 3 separate training, the engineering effort of adding a new UE type or new UE-side vendor is contained and does not propagate to other vendors even if the NW-side or UE-side use a common model for multiple models on the opposite side.
Observation 10:	For NW-first sequential training, the training based on gradient exchange provides several benefits in terms of flexibility in the input type, better alignment between the UE-side and NW-side model training, aligned dataset and avoiding disclosure of proprietary information.
Observation 11:	It is feasible to train a common NW-side model that is compatible with multiple UE-side models using Type 2 or Type 3 training approach with performance comparable to Type 1 training.
Proposal 7:	Model development and training options should consider the need for the UE-part of two-sided AI/ML models to be designed and optimized in a device-specific manner.
Proposal 8:	Model development and training options should strive for the principle of engineering isolation, i.e., confining engineering effort needed for a new chipset/UE development to the given chipset/UE vendor.
Proposal 9:	Model development and training options need to consider whether the model is developed for common use across a group of Ues or is developed for an individual UE.
Proposal 10:	Model development and training options need to consider feasibility of disclosing proprietary model information to the other side.
Proposal 11:	For AI/ML-based CSI feedback enhancement use-case, take offline training as a starting point.
Proposal 12:	Two-sided model development/training framework
· For development/training of encoders/decoders that do not need backward compatibility to existing encoder/decoder deployment:
· Step 1: Training of “decoders + nominal encoders” based on dataset collected from Ues/networks.
· The nominal encoders are only for the purpose of decoder training, and their use at the UE-side is not mandated.
· As the encoders are only nominal, input used in the training process is only a nominal input. The actual input to the CSI encoders may be different and of proprietary choice.
· The encoder/decoder training in Step 1 may be performed via Type 1, Type 2, or Type 3 manner.
· Step 2: If needed, UE-side vendor trains its own proprietary encoders based on the trained decoders from Step 1.
· Infra vendor should make the trained decoders available (via either run-time images or an API for training) for the encoder training.
· For development/training of encoders to be interoperable with deployed decoders (e.g., encoders for new Ues or updating encoders for existing Ues):
· UE-side vendor trains new encoders based on the deployed decoders.
· Infra vendor should make the deployed decoders available (via either a run-time image or an API for training) for the encoder training.
· For development/training of decoders to be interoperable with deployed encoders (e.g., decoders for new cell sites or updating decoders for existing cell sites):
· Network-side vendor trains new decoders based on the deployed encoders.
· FFS: Need for encoder availability for decoder training


	MediaTek
	Proposal 2.	Categorize type I training into “type I-training UE” and “type I- training gNB”, and discuss the spec impact on each separately.
Proposal 3.	Discuss potential spec impact on exchangeable part of model in inference phase including:
•	Model format, pre/post-processing, quantization, input/output format.
•	Signaling format for request and upload/download exchangeable part of AI/ML model
•	Related UE capability
Proposal 4.	Discuss sharing full AI/ML model or only exchangeable part of AI/ML model to non-training entity for performance monitoring.  
Proposal 5.	For training type II, discuss alignment of quantization/dequantization as well as format/precision of gradient vectors, latent vectors, and CSI samples.
Proposal 6.	For single-encoder multi-decoder setting in training type II, UE shall not break down the training session into multiple single-encoder single-decoder training sub-sessions
Proposal 7.	In training type 2 for multi-encoder setting, if UE-specific datasets are used, the type of label CSI should be aligned among UE vendors.
Proposal 8.	Discuss feasibility of synchronization/alignment required for different update scheduling in training type 2.
Proposal 9.	If UE-specific datasets are used for multi-encoder training, consider  sharing information on training-related parameters such as size of datasets, statistics of datasets, training loss, and update schedule.
Proposal 10.	Consider sharing information about encoders’/decoders’ architecture type and complexity from entities doing training first to other entities.

	Nokia
	Proposal 1: For UE-first separate training scenario, the training dataset for NW-side model training needs to be studied to determine whether it can be achieved to find a common way of interpreting provided CSI feedback across multiple NW vendors, for example by defining AI/ML encoder output to CSI feedback mapping or by other schemes.
Proposal 2: For NW-first separate training scenario, training dataset for UE-side model training needs to be studied to determine how to acquire a common format of data (input to a hypothetical UE model) across multiple UE vendors. 
· This investigation needs to be done with generalization of this concept over multiple NW vendors in mind.





Summary: 
The following proposals focus on feasibility, necessity, and potential spec impact of type 1, 2 and type 3 training collaboration.   
· For training collaboration type 1, the main identified specification impact is model transfer. The proposal is to further discuss CSI compression related model transfer requirement to facilitate RAN2 discussion, but potential spec discussion if any, will be deferred after further progress in 9.2.1.
· For training collaboration type 2, many companies indicated the complexity and overhead of gradient exchange over the air interface. Training through spec transparent approach can always be done for type 2 training collaboration.
· For training collaboration type 3, more detailed proposals for parallel training (FFS in current agreement) are summarized, and sub-types of sequential training are summarized.
· Metrics to facilitate pros/cons discussion of each training collaboration types are proposed.    
· Data collection that applies to all training collaboration types are discussed in 3.2. 
Proposal 3-1-1: 
In CSI compression using two-sided model use case with training collaboration type 1, further study potential specification impact on:
· Protocol and signaling mechanism to enable CSI compression specific model transfer. 
· Note: potential CSI compression specific model transfer spec impact, if any, will NOT be discussed until further progress in 9.2.1 on model transfer. 

Please provide your view below:
	Company
	View

	 Huawei/HiSi
	A clarification question: it looks the 1st bullet and the 2nd bullet are conflict: 1st bullet says to further study the potential spec impact, while the 2nd bullet says not to discuss and wait for 9.2.1. Could FL clarify the intention of this proposal?

	 vivo
	We are supportive of the proposal

	 OPPO
	Support

	 NTT DOCOMO
	Support the proposal.   

	Qualcomm
	Based on the note, we prefer to discuss this proposal after further progress in 9.2.1 on model transfer.

	ETRI
	Support

	 CAICT
	Support   

	CATT
	We have the same question as Huawei.

	LG
	We are generally fine, but we wonder whether the protocol impact is within RAN1 scope. 

	Lenovo
	Support   

	Samsung
	Since the definition of “model transfer” is still unclear in AI 9.2.1, we prefer to defer discussion of this proposal until that term is clarified.

	CMCC
	Same question as Huawei.

	MediaTek
	As training type 1 is not very promising and also new training methods are emerging, we suggest to not study the model transfer requirement and signaling now.

	Panasonic
	Support

	AT&T
	Support.

	Xiaomi
	We are fine with the proposal.

	Sony
	Support

	ZTE
	We think the 1st sub-bullet and 2nd sub-bullet may be conflict, which needs further clarification.  



Proposal 3-1-2 (closed): 
In CSI compression using two-sided model use case, training collaboration type 2 over the air interface is deprioritized in R18 SI. 
Please provide your view below:
	Company
	View

	 Huawei/HiSi
	Agree that the Type 2 is deprioritized. But to further clarify: if we do not study the air interface impact of Type 2, does it mean there is nothing that need to be further studied at RAN? Whether the implementation manner of Type 2 is out of the scope of RAN, and RAN cannot justify its feasibility and specify solutions for development/commercialization. 
Actually, in our understanding, the multi-vendor development of Type 2 with real-time gradients exchange means all involved vendors need to align the timing for AI/ML model development, which is almost infeasible from engineering perspective.

	 vivo
	We are fine with the deserialization from the perspective of overhead over the air interface.

	 OPPO
	Support

	 Fujitsu
	We support this proposal. The complexity and request (latency, overhead, e.g.) to support type 2 training seems too high. 

	Qualcomm
	Support

	ETRI
	Support

	 CAICT
	Support   

	 CATT
	Support.

	LG
	Support   

	Lenovo 
	As we pointed out in R1-2211773 for agenda 9.2.2.1, Type 2 training can be used in different stages of LCM, e.g., initial training, model update, fine tuning. Therefore, in order to evaluate a training scheme it should be first completely characterized with respect to the training stage under consideration. Additionally, if Type 2 in any stage is supported via proprietary signaling, the feasibility in terms of underlying overhead and delay needs to be discussed. We understand that proprietary schemes need not be discussed in 3GPP, but at least the feasibility of that proprietary scheme that needs to be verified

	Samsung
	Support
Also, we’re already evaluating type 2 in AI 9.2.2.1, so it may be better to wait for progress on that front before discussing it here.

	CMCC
	Support. The overhead over air-interface of Type 2 training is huge.

	MediaTek
	We support to discuss training collaboration type 2 over the air interface, but we are fine with deprioritizing it

	Panasonic
	Support

	AT&T
	Support

	Xiaomi
	We support to deprioritize the study training type 2.




Proposal is updated based on official offline discussion.  
Proposal 3-1-2(v1): 
In CSI compression using two-sided model use case, training collaboration type 2 over the air interface for model training and [model update] is deprioritized in R18 SI. 
Please provide your view below:
	Company
	View

	ZTE
	Support. We agree with that it is deprioritized in R18 SI.  

	CAICT
	Support

	Fujitsu
	Support.

	Xiaomi
	Support.

	Panasonic
	Support




Proposal 3-1-3: 
In CSI compression using two-sided model use case with training collaboration type 2, further discuss necessity, feasibility, and potential specification impact to facilitate offline training including at least:  
· Format definition of information exchanges between the UE and network prior to the joint training procedure at UE side (for CSI generation part) and network side (for CSI reconstruction) respectively, e.g., target CSI format, latent vector format, quantization/de-quantization method etc.  
· Format definition of gradients for forward and backward propagation 
· Model ID exchange between UE and NW

Please provide your view below:
	Company
	View

	 Huawei/HiSi
	We are confused of the relation between Proposal 3-1-2 and Proposal 3-1-3.
Firstly, “offline training” in our understanding means training after collecting the whole dataset, so it applies also for the over-the-air-interface Type 2 collaboration, which is proposed to be deprioritized in Proposal 3-1-2.
Secondly, if the Type 2 is to be offline development w/o air-interface signaling, the main text is conflict with the first and second sub-bullets? If everything is offline as proposed by Proposal 3-1-2, why do we still specify the formats of target CSI/latent space/gradients? 
For model ID, it is not a type 2 specific issue (Type 1/3 may also need it).
In brief, we do not observe any Type 2 specific spec impact if we do not further discuss the air interface spec impact on FP/BP interaction of Type 2.

	 vivo
	We are supportive of the proposal.

	 OPPO
	First, the relationship between the Proposal 3-1-2 and Proposal 3-1-3 needs to be clarified.
If we agree to further discuss the training collaboration type 2, following aspects should be included:
· The performance loss and the cost caused by real-time FP/BP exchange
· The information exchange between the UE and NW during the joint training stage
· Whether the information exchange in training collaboration type2 belongs to model transfers or not needs to be clarified 


	 Fujitsu
	 We can discuss 3-1-2 first. 

	Qualcomm
	The need to specify such formats for offline training is not clear. The training entities involved in offline training can agree on the formats before training begins.

	ETRI
	Support

	CATT
	It is strange that if we agree proposal 3-1-2, why we still need to discuss proposal 3-1-3. From our point of view, proposal 3-1-3 is not needed, since type 2 is deprioritized.

	LG
	Agree with Fujitsu.

	 Lenovo
	Similar to our previous comment, this depends on which stage of training is being considered. For instance, for the initial training stage with offline training, we do not see the necessity of discussing the above items as there is no involvement of 3GPP signaling

	Samsung
	We think that this discussion should occur in AI 9.2.1; see our “Proposal 2-4: Study the various types of AI/ML model training collaborations under agenda item 9.2.1: general aspects of AI/ML framework.”
Also, we’re already evaluating type 2 in AI 9.2.2.1, so it may be better to wait for progress on that front before discussing it here.
If this discussion occurs in this agenda item, then we have concerns about the feasibility of type 2, especially as the above-mentioned information exchanges may reveal proprietary information.

	CMCC
	We can discuss proposal 3-1-2 firstly. If it is agreed, then proposal 3-1-3 is not needed.

	MediaTek
	Support

	Panasonic Support
	

	AT&T
	Support in principle, however we would like to have a definition or working assumption of Model ID from 9.2.1 before agreement on this proposal. 

	Xiaomi
	We have also a confusion the relation between proposal 3-1-2 and proposal 3-1-3. If we deprioritize the study of training type 2, the proposal is not needed.

	ZTE
	It seems proposal 3-1-2 and proposal 3-1-3 are conflict, if proposal 3-1-2 is agreed, then it is not necessary for offline training to specify these FP/BP interactions.



Proposal 3-1-4: 
In CSI compression using two-sided model use case with training collaboration type 3, for NW first sequential training, further study at least the following options for UE side CSI generation model training:   
· Alt 1: NW generate training dataset to enable UE side supervised learning. 
· Alt 2: Training based on gradient exchange with NW side CSI reconstruction model. 
· Alt 3: Training based on reference CSI reconstruction model shared by NW side. 
Please provide your view below:
	Company
	View

	 Huawei/HiSi
	Support Alt 1. For Alt 2 and Alt 3, we think they are not appropriate to be categorized to Type 3.
For Alt 2, our understanding is that it belongs to Type 2, as the real time BP/FP loop is needed across the UE side and NW side; the only difference from typical Type 2 is that NW part does not update the parameters during the UE side training, which is implementation however (even for typical Type 2, whether/how the NW side update parameters of the NW side model is transparent). If we have deprioritize Type 2, then Alt 2 here is also deprioritized. 
For Alt 3, it relies on model transfer and should be categorized to Type 1?

	 vivo
	We support Alt1. We believe Alt2 belongs to collaboration type 2. Besides, for Alt 3, how to share the reference CSI reconstruction model to UE? via model transfer?

	 OPPO
	The feasibility of alt 2 and alt 3 should be evaluated. 
For alt 2, how to achieve this through training collaboration type 3 is unclear to us. 
For alt 3, if the performance of the reference reconstruction model is the same as that of the model used by NW, it is unclear why the reference model does not need to consider the privatization issue. If the performance difference between the reference model and the model used by NW can not be ignored, NOT sure the reference model can help the UE complete the training of the local encoder.
We suggest to further study the necessity and feasibility of training collaboration type 3, to evaluate whether it could work, and whether it is necessary to be a protocol visible training type.

	NTT DOCOMO
	Fine with the proposal.
As of Alt.2, we are fine to include Alt.2 in type 3 training procedure, because the training procedure is sequential not joint training. 

	 Fujitsu
	We are fine with Alt 1, but do not support Alt 2 and Alt 3. We think that Alt 2 belongs to type 2, and Alt 3 belongs to type1. It is unclear to us why they belong to type 3?

	Qualcomm
	Support

	ETRI
	In our view, training based on gradient exchange is in the training collaboration type 2.

	 CAICT
	Support   

	CATT
	Support Alt 1.
Not support Alt 2. We think it should belong to type2, since there is gradient exchange between NW and UE.
For Alt 3, we think it can belong to type 3, since UE will re-train the reference model from NW. But the feasibility of Alt 3 should be further studied. 

	LG
	Agree with other companies that Alt 2 belongs to type 2 training. 

	 Lenovo
	We suggest to modify Alt 3 to be more inclusive.
•	Alt 3: Training based on reference CSI reconstruction model shared by NW side.    

	Samsung
	Again, we think that this discussion should occur in AI 9.2.1.
Also, before discussing type 3 here, we think we should evaluate it in AI 9.2.2.1.
If this discussion occurs in this agenda item, then we have concerns about the feasibility of sequential training for type 3, especially as all three of these alternatives may incur significant overhead.

	CMCC
	Support Alt1.
Alt 2 is more like Type 2 training and Alt 3 is more like Type 1 training.

	 MediaTek
	Support the proposal in principle, but we think Alt. 3  can be deprioritized because the main benefit of collaboration type 2 and 3 is keeping proprietary of own models

	Panasonic
	Support

	AT&T
	Support

	Xiaomi
	Support Alt1. We share similar view with other companies. Alt2 can be regarded as training type 2. It seems that Alt3 belong to parallel training if the reference model is deployed before training CSI generation part at UE side. 

	Sony
	Support

	ZTE
	We are fine with Alt 1. From our understanding, Alt 2 is a kind of combinations of Type 3 and Type 2 training and the parameters of NW part model are frozen compared with typical Type 2 training collaboration. The boundary of Alt 2 and Type 2 training is ambiguous, which needs further clarification whether Alt 2 belongs to  Type 2 collaboration. For Alt 3, we still have concerns about whether it belongs to Type 1 training collaboration, and the problems of keeping model proprietary may occur. 




Proposal 3-1-5: 
In CSI compression using two-sided model use case with training collaboration type 3, for sequential training, further study necessity, feasibility, and potential specification impact on:
· Training dataset and/or other information (e.g., dataset ID) delivery from UE side to NW side for UE first training
· Training dataset and/or other information delivery (e.g., dataset ID) from NW side to UE side for NW first training
· Quantization/de-quantization related information
· Note: other aspects are not precluded.  

Please provide your view below:
	Company
	View

	 Huawei/HiSi
	OK

	 vivo
	We are supportive of the proposal.

	 OPPO
	As we proposed in Proposal 3-1-4, We suggest to further study the necessity and feasibility of training collaboration type 3, to evaluate whether it could work, and whether it is necessary to be a protocol visible training type.
The “e.g. dataset ID” should be removed from this proposal. We do not have a clear definition on it. 

	 NTT DOCOMO
	Support the proposal.   

	 Fujitsu
	We are fine with the proposal in general.
We think that there is a close relationship between dataset ID and model ID. Considering that model ID is under discussion in 9.2.1 and RAN1, we can discuss the relationship between dataset ID and model ID after progresses on model ID are made.
We suggest adding an FFS:
FFS: the relationship between dataset ID and model ID.

	Qualcomm
	The data is transferred between training servers to train a common model for multiple UEs. The need to involve the air-interface between an individual UE and gNB is not clear.

	ETRI
	Support

	 CATT
	Fine with the proposal.

	LG
	Fine with the proposal.

	 Lenovo
	Further clarity on whether offline/online training is needed, as well as on the training stage. If it is offline and for initial training we do not see the necessity to study the mentioned items.

	Samsung
	Again, we think that this discussion should occur in AI 9.2.1.
If this discussion occurs in this agenda item, then we have concerns about the feasibility of sequential training for type 3, especially as at least the first two aspects (involving “Training dataset…delivery”) may incur significant overhead.

	CMCC
	Support.

	Panasonic
	Support

	AT&T
	Support

	Xiaomi
	In principle, we support this proposal. But the dataset ID should be clearly defined. Is it cell ID or zone ID?

	Sony
	Support

	ZTE
	We are generally fine with the proposal, but the definition of  dataset ID is not clear. The “e.g. dataset ID” should be removed from this proposal. 



Proposal 3-1-6: 
In CSI compression using two-sided model use case with training collaboration type 3, further study the feasibility and potential specification impact for parallel training including at least:  
· Reference CSI generation model and reference CSI reconstruction model to enable parallel training. 
· Reference dataset to enable parallel training.  

Please provide your view below:
	Company
	View

	Huawei/HiSi
	In general OK to study. But as this issue is discussed for the first time, we need a aligned understanding on how to use the reference model and reference dataset:
For reference model, does it mean: there is a pair of reference models, and NW and UE obtain the reference models to train their own parts, so that in the end both of NW and UE can match with the reference models and as a consequence match with each other?
For reference dataset, does it mean there is a dataset including: {reference input/target CSI, reference latent space}, and NW and UE can both train their parts based on this common dataset?
If so, better to provide some brief description of each method.

	 vivo
	It should be deprioritized and can be studied after the completion of sequential training study. Besides, we believe that it would be better for proponents to explain how their parallel training methods guarantee that the trained CSI generation/reconstruction model match each other, i.e., the reconstruction model could understand the output of generation model? To our understanding, training based on the same dataset does not necessarily mean that the CSI generation part of one model matches the CSI reconstruction part of the other model.

	 OPPO
	We need to discuss and have a common understanding on parallel training first, and then discuss this proposal further

	 NTT DOCOMO
	More concrete procedure and the advantage of this approach should be clarified before deciding to study it. What is the benefit of this approach compared to the sharing either reference CSI generation model or reference CSI reconstruction model in sequential training?   

	 Fujitsu
	 We are open to this study. Before that, it is suggested to further clarify the difference between sequential training and parallel training.

	Qualcomm
	It would be better to make more progress in evaluation agenda related to parallel training to discuss the techniques, performance and feasibility before discussing specification impact.

	ETRI
	We support in general. We would like to add another option ‘Structured latent variables’. 

In CSI compression using two-sided model use case with training collaboration type 3, further study the feasibility and potential specification impact for parallel training including at least:  
· Reference CSI generation model and reference CSI reconstruction model to enable parallel training. 
· Reference dataset to enable parallel training.
· Structured latent variables.


	CATT
	We support to further study the parallel training.
Parallel training means the AI/ML model at the UE side and the AI/ML model at the network side are trained separately, with no distinguishable sequential order. In other words, parallel training is order-agnostic training. One example of parallel training is as follows:
Parallel training with both the UE side CSI generation part and the network side CSI reconstruction part trained with the same dataset of {Channel, target CSI}, where “channel” is used as the input, and “target CSI” is used as output for the training of the UE side CSI generation part; and “target CSI” is used as the input, and “channel” is used as output for the training of the network side CSI reconstruction part.

	LG
	 Agree with other companies that some clarification regarding parallel training and meaning of reference is needed. 

	 Lenovo
	We prefer to defer the discussion until companies have a common understanding on parallel training in 9.2.1

	Samsung
	Support (as parallel training may be more feasible than sequential training, given our concerns about training two-sided models)

	CMCC
	Prefer to have a common understanding on parallel training first.

	 MediaTek
	Quantization/dequantization alignment also matters here. We think parallel training can be deprioritized in collaboration type 3. 

	Xiaomi
	We prefer to have a common understanding on parallel training. Then, this training method should be evaluated at agenda 9.2.2.1 to show its feasibility.

	ZTE
	We prefer to have a common understanding on parallel training, and we may need to observe more advantages of this method in 9.2.2.1 and decide whether to study parallel training. We suggest to discuss sequential training clearly first before studying parallel training.




Proposal 3-1-7: 
In CSI compression using two-sided model use case, further discuss the pros/cons of different training collaboration types including at least the following aspects: 
· Whether model can be kept proprietary 
· Requirements on privacy-sensitive dataset sharing 
· Flexibility to support cell/site/scenario/configuration specific model
· Whether device specific optimization is allowed
· Overhead such as model transfer overhead, dataset sharing overhead, and gradient exchange overhead
· Model update flexibility after deployment
· Engineering isolation to allow UE side and NW side to update models separately
· Model performance   
· Scalability, i.e., whether the number of models one vendor should develop increases with the number of collaborating vendors
· Whether two-sided model training and deployment adhere to 3GPP’s open and fair framework



Please provide your view below:
	Company
	View

	 Huawei/HiSi
	Thanks FL to summarize the long list. But basically we think there is no need to make agreed-upon aspects of pros/cons for analyzing the training types in future. Each company is free to provide views on their pros and cons, and there may be other pros/cons outside this list to be come up with. As long as the analysis makes sense, they can be used in future as the input for the potential down-selection.

	 vivo
	We are supportive of the proposal.

	 OPPO
	Support in principle. 
Suggest to include whether it is necessary to be a spec visible training type.

	 NTT DOCOMO
	On top of the listed aspects, testability, e.g., testability of models with specific parameters, should be discussed.  

	 Fujitsu
	It is fine for us in general
Besides, we suggest adding an aspect on the multi-vendor framework. It may not be able to be covered by the aspect of ‘scalability’.

	Qualcomm
	Support in general, but the meaning of the last item is not clear.

	ETRI
	Support

	 CAICT
	Support   

	 CATT
	Fine with the proposal.

	LG
	Agree with Huawei.

	 Lenovo
	Support, and prefer prioritizing this proposal before discussing other training collaboration proposals. In our opinion, discussing pros/cons of the aforementioned aspects can hep limit the scope of training collaboration types. It seems that different companies are making different assumptions for each type, which makes comparison almost impossible. We also propose to discuss this under agenda 9.2.2.1, since it is clearly an evaluation issue  

	Samsung
	Support

	CMCC
	Support in principle.

	 MediaTek
	  Support 

	AT&T
	Support. The last bullet needs further clarification. 

	Xiaomi
	We are fine to study their pros and cons for different training types.

	Sony
	Support

	ZTE
	Support in principal. But we propose to discuss this issue in Agenda 9.2.1.



Data collection 
Following table summarize company’s proposals related to data collection  

	Company
	Key Proposals/Observations/Positions

	Huawei
	Observation 1: The overhead of data collection and report for ground-truth CSI may not be a big issue considering that the average overhead of data collection is relatively small during the long period of model training/updating/ monitoring as well as dataset compression.
Observation 2: For the UE side data collection of the CSI compression sub use case, the necessity and content of assistance information in forms of an ID is not clear.
Observation 7: The provision of some assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
Proposal 3: Potential specification impact of reporting ground-truth CSI from UE to Network via air-interface should be studied for the model training/updating/monitoring purpose.
· Format: Scalar quantization and/or Codebook based quantization, e.g., Rel-16 TypeII-like.
· Container, e.g., RRC signalling, PHY signalling (UCI).
· Type(s) of the ground-truth CSI.
Proposal 4: For the potential specification impact of data collection of the CSI compression sub use case, the potential assistance signaling for UE’s data collection includes at least:
· Enhanced CSI-RS for DL channel measurement, e.g., training dedicated CSI-RS
· Signaling for triggering/configuring the data collection procedure
Proposal 5: For the potential specification impact of data collection of the CSI compression sub use case, the potential assistance signaling for Network’s data collection includes at least
· Enhanced CSI-RS/SRS for channel measurement
· Signaling for triggering/configuring the data collection procedure
· Signaling/procedure for the UE report of the ground-truth CSI


	Ericsson
	[bookmark: _Toc118316450][bookmark: _Toc118726292]Proposal 7 Study details of an RRC-message based data collection framework for supporting UE performing data logging/collection and reporting the collected data to NW for model training for CSI compression use case.
[bookmark: _Toc118726293][bookmark: _Toc118316451]Proposal 8 For NW data collection for model training a measurement occasion consisting of a single RS resource
[bookmark: _Toc118316453][bookmark: _Toc118726294]Proposal 9 For NW data collection for model training for the CSI enhancement use case, a UE should log all measurements performed on CSI-RS stored in a high resolution CSI format in addition to the assistance information (e.g., time stamps, cell ID, and/or UE location). This is to be studied in RAN1 and used as an input to further RAN2 work. 
[bookmark: _Toc118316455][bookmark: _Toc118726295][bookmark: _Toc118721568][bookmark: _Toc118721567][bookmark: _Toc118721337][bookmark: _Toc118709441][bookmark: _Toc118721338][bookmark: _Toc118461944][bookmark: _Toc118716858][bookmark: _Toc118716908][bookmark: _Toc118461943][bookmark: _Toc118716859][bookmark: _Toc118709442][bookmark: _Toc118716907]Proposal 10 For NW data collection for model training for the CSI compression use case, RAN1 should study and define the candidate values of measurement occasion interval (data logging interval) and duration to be used as an input to further RAN2 work.
[bookmark: _Toc118726296]Proposal 11 Studies on UE side data collection can be considered for the one sided (UE side) CSI prediction sub use case, if this sub use case is agreed to be supported.  


	ZTE
	Proposal 3: In CSI compression using two-sided model use case, for 3GPP-specified way of data collection, at least following aspects may need to be considered:
· Enhancement of SRS and/or CSI-RS configurations
· Assistance information from NW to UE or from UE to NW to increase inference accuracy
· Enhancement of existing configurations/measurements/reports, e.g., higher resolution codebook
· New configurations/measurements/reports, e.g., raw channels
Proposal 5: In CSI compression using two-sided model use case, further study potential specification impact of the following CSI generation model input and CSI reconstruction model output options: 
· Option 1: Raw Channel matrix (i.e., full Tx * Rx MIMO channel)
· 1a: raw channel is in frequency domain
· 1b: raw channel is in time domain 
· Option 2: Precoding matrix
· 2a: The precoding matrix is a group of eigenvectors
· 2b: The precoding matrix is an eType II-like PMI. (i.e., eigenvectors with angular-delay domain representation in DFT bases)
· Further down-selections are not precluded


	CATT
	Proposal 3: For spatial-frequency domain CSI compression using two-sided AI model, CSI-RS is used as the reference signal for obtaining data for training.
Proposal 4: For AI/ML based CSI feedback, the training dataset is generated by the network side.
Proposal 5: For AI/ML based CSI feedback, collecting high accuracy CSI from UEs by the network should be supported.
Proposal 6: For training collaboration type 1 with AI/ML model training at UE side and training collaboration type 3, the training dataset should be transferred from the network side to the UE side.
Proposal 7: Regarding data collection for AI/ML model training for CSI compression using two-sided AI model, if the type of input of CSI generation part is specified, the collected CSI data has the same type as the input of CSI generation part.
Proposal 8: For reporting CSI data for AI/ML model training, study whether to reuse traditional CSI feedback framework, or introduce a new CSI feedback framework.
Proposal 9: For spatial-frequency domain CSI compression using two-sided AI model, CSI-RS is used for CSI acquisition.


	Xiaomi
	Proposal 8: The design of legacy reference signal, e.g., CSI-RS or SRS used to collect dataset should be as a starting point.
Proposal 9: The specification impact on the design of assistance signalling for different entities implementing dataset collection over the air interface should be studied.  


	Intel
	Proposal 7:
· Consider existing NR features as baseline for data collection (e.g. SRS, CSI-RS, CSI reporting)


	Oppo
	Proposal 6: Study data collection, including
· Identify the metadata that could be helpful to the AI/ML training/verification/testing/fine-tuning, e.g. assistance information relates to scenarios and configurations
· Study potential signalling and procedure to enable metadata collection 
Proposal 7: Study data collection, including
· Identify whether the existing CSI-RS/SRS and CSI feedback mechanisms could meet the needs of model training/verification/testing/fine-tuning 
· Enhancements for reference signals and legacy CSI feedback mechanisms is NOT included


	NEC
	[bookmark: OLE_LINK138][bookmark: OLE_LINK103]Proposal 2: Study the mechanism of obtaining RSs specific for data collection in model training, model update and model monitoring, e.g., explicit configuration, implicit acquirement.


	Apple
	Proposal 5: Consider training assisted information in CSI-RS configuration for different training data set collection at UE side.   
Proposal 6: For data set collection at the NW side, SRS based channel measurement is preferred.  


	Qualcomm
	Observation 1: For CSI compression using two-sided model, data can be collected from UEs by data collection entities using proprietary data collection mechanisms that do not require specification changes.
Proposal 3:	For CSI compression using two-sided model, proprietary data collection mechanisms should be taken as the starting point.
Proposal 6:	Study assistance signaling for UE’s data collection in the form of a zone ID, scenario ID, and configuration ID.


	Nokia
	Proposal 5: For data collection for two-sided model training, RAN1 shall further discuss the necessity of a remote server storing data set(s) to facilitate joint/separate training or model updates (due to data set changes). 

Proposal 6: For data collection for two-sided model training, RAN1 shall further investigate the data storage formats to understand the possibilities. 
· The format of the stored data set may depend on whether the joint or separate (UE-side first or network-side first) training is applied.

Proposal 7: For data collection for two-sided model training, RAN1 shall further investigate whether generalization issues can be handled by multiple trained models with different data sets, potential specification impact when identifying such models, and how to support switching of models. 

Proposal 8: For data collection for two-sided model training, RAN1 shall further investigate whether a stored data set can be updated over time, how to facilitate such data set updates such that updates are known at nodes associated with two-sided models, and model updates associated with the updated data sets. 



   

Proposal 3-2-1:  
In CSI compression using two-sided model use case, further study the necessity, feasibility, and potential specification impact of UE side data collection enhancement for AI/ML model training/validation/testing/fine-tuning including at least  
· Enhancement of CSI-RS design, e.g., training specific CSI-RS design 
· Assistance information for UE data collection in forms of an ID, e.g., dataset ID, configuration ID, scenarios ID etc.    
· Signaling for triggering/configuring the data collection procedure

Please provide your view below:
	Company
	View

	 Huawei/HiSi	
	For the 1st and 3rd bullet, we are supportive.
We are confused on the 2nd bullet, as the meaning of the IDs need to be clarified.
Assistance information for UE data collection in forms of an ID, e.g., dataset ID, configuration ID, scenarios ID etc.

If the “configuration ID” means RRC configurations, e.g., CSI-RS configurations, the UE can naturally obtain such RRC configurations without additional information.
If the “configuration ID” is kind of antenna layout/TxRU mapping information or deployment information, it is still part of the Network/MNO proprietary if the UE side needs to know the interpretation of the ID.
If the “scenarios ID” is kind of area/zone information, the UE can already obtain the geographic position with its own positioning functionality without being notified by gNB. Cell ID in terms of PCI is also already know by UE.
The “dataset ID” should be the information of dataset delivery? We think it is already included in Proposal 3-1-5.

	 vivo
	We prefer to modify the working as, Assistance information for UE data collection in forms of an ID, e.g., dataset ID, configuration ID, scenarios ID, site ID, etc.

	 OPPO
	For the first bullet, from our understanding, detailed designs on the enhanced CSI-RS beyond the scope of this study. In R18, we should identify whether the existing CSI-RS and CSI feedback mechanisms could meet the needs of model training/verification/testing/fine-tuning. If not, the loss caused should be evaluated. As for the enhancements and detailed designs, these could be left to the MIMO section for subsequent studying. 
For the second bullet, we agree to further discuss the assistance information of UE data collection, and suggest to remove the “ID” parts in this proposal. It is better to identify the assistance information required for UE data collection first, and then switch to how to describe the determined assistance information (if any).

	NTT DOCOMO 
	Fine with the proposal.   

	 Fujitsu
	 Generally, it is fine for us. Similar to the comments in Proposal 3-1-5, we suggest to add an FFS:
FFS: the relationship between the IDs for data collection and model ID.

	Qualcomm
	We prefer to remove “validation/testing/fine-tuning”.

	ETRI
	Support

	 CAICT
	Support   

	 CATT
	Regarding enhancement of CSI-RS design, we don’t see the necessity.
Whether assistance information for UE data collection can be studied. However, we don’t think in forms of an ID is needed. For example, a UE can identify the data corresponding to which dataset through its corresponding configuration easily, so configuration ID is not needed.

	 Lenovo
	We prefer updating the first bullet as follows:
· Enhancement of SRS and/or CSI-RS measurement/reporting, e.g., enhancement to enable higher accuracy measurement 
Enhancements on reference signals (CSI-RS enhancements) and/or CSI-RS/SRS measurement (channel estimation enhancements) would massively increase the scope of the study. Both were initially proposed as separate use cases in RAN94-e plenary and it was decided that they are not included in the SID

	Samsung
	Before we agree on this proposal, could you clarify “training specific CSI-RS design”?  This term hasn’t been discussed, so a clear definition would facilitate alignment on this issue.
Also, isn’t the current CSI-RS design sufficient for this purpose?

	CMCC
	Support in principle.
As for the third bullet, we prefer a more general wording for the ID part, i.e., just deleting the examples of ID.

	 MediaTek
	  Support 

	AT&T
	Support in principle. Need a definition/working assuming or a note regarding the following terms dataset ID, configuration ID, scenarios ID

	Xiaomi
	We share same view with AT&T. dataset ID, configuration ID, scenarios ID should be defined firstly.

	ZTE
	We have concerns about “the CSI-RS design” in the 1st sub-bullet. Since “training specific CSI-RS design” hasn’t been discussed, a clear definition would facilitate alignment on this issue. Also, in current stage, we should identify whether the existing CSI-RS and CSI feedback mechanisms could meet the needs of model training/verification/testing/fine-tuning and we think the enhancement of CSI-RS configurations is more suitable. We suggest the rewording as 
· Enhancement of CSI-RS configurations design, e.g., training specific CSI-RS design 
For the 2nd sub-bullet, we  think it is better to identify the assistance information required for UE data collection first, so we suggest to remove the “ID” part and propose a more general wording in current stage as 
· Assistance information for UE data collection




Proposal 3-2-2:  
In CSI compression using two-sided model use case, further discuss the necessity, feasibility, and potential specification impact for NW side data collection for AI/ML model training/validation/testing/fine-tuning including at least:   
· Enhancement of SRS and/or CSI-RS measurement/reporting, e.g., enhancement to enable higher accuracy measurement 
· Signaling/procedure for the UE report of the ground-truth CSI, e.g., dataset format/type, high resolution data samples, etc.
· Signaling for triggering/configuring the data collection procedure, e.g., measurement occasion interval (data logging interval) and duration

Please provide your view below:
	Company
	View

	 Huawei/HiSi
	Agree in principle. Some changes in below is suggested:
Signaling/procedure for the UE report of the ground-truth CSI, e.g., dataset data sample format/type, high resolution data samples, container for the data sample, etc.

	 vivo
	We are supportive of the proposal.

	 OPPO
	For the first bullet, from our understanding, detailed designs on the enhanced SRS and/or CSI-RS measurement/reporting beyond the scope of this study. 
So, we suggest to identify whether the existing SRS and/or CSI-RS measurement/reporting could meet the needs of model training/verification/testing/fine-tuning. But enhancements for reference signals and legacy CSI feedback mechanisms is NOT included

	 NTT DOCOMO
	The validity of dataset collected based on SRS is questionable. It should be verified in AI 9.2.2.1 before studying the potential specification impacts. 

	 Fujitsu
	Support in general. We suggest adding ‘model monitoring’ in the main bullet, 
In CSI compression using two-sided model use case, further discuss the necessity, feasibility, and potential specification impact for NW side data collection for AI/ML model training/validation/testing/fine-tuning and model monitoring including at least:   
or 
we should have a separate proposal on data collection for model monitoring with the similar description. 

	Qualcomm
	We prefer to remove “validation/testing/fine-tuning”.
In the first item, the need for additional CSI-RS measurement reporting has not been agreed. Training data collection is not latency sensitive and should not place a burden on the signaling resources used for other ongoing network operations.
In the second item, we prefer to say “UE-side” instead of “UE”.

	ETRI
	Support

	 CAICT
	Support   

	CATT
	Besides the listed issues, possible procedure for dataset transfer/sharing also should be considered.

	Lenovo
	Same comment as proposal 3-2-1

	Samsung
	Before we agree on this proposal, could you clarify “enhancement to enable higher accuracy measurement” in the first bullet?  What are some examples of these enhancements?
Also, since the current spec already supports various CSI-RS configurations, isn’t it sufficient for this purpose?  If not, then we would like to see some simulation results that support that claim.

	CMCC
	Support.

	 MediaTek
	  Support 

	Xiaomi
	Support

	Sony
	Support

	ZTE
	For the 1st sub-bullet, we suggest to identify whether the existing SRS and/or CSI-RS measurement/reporting could meet the needs of model training/verification/testing/fine-tuning first. 
For the 3rd sub-bullet, we suggest removing the “e.g.” for a general wording as
Signaling for triggering/configuring the data collection procedure



Inference related spec impact 
Following table summarize company’s proposals related to inferencing  
	FUTUREWEI
	Proposal 2: For quantization of the output from CSI feedback generation part/model, study the feasibility, overhead and performance tradeoff for the following options:
· Quantization-aware training approach
· Quantization-non-aware training approach 
Proposal 3: For quantization-non-aware training, i.e., quantization is a separate function, study feasibility and standards impact related to exchanging quantization codebook(s) between NW-side and UE-side.


	Huawei
	Observation 6: For the following cases, Network and UE need to align the understanding of format/dimension of the input for the CSI generation part.
· Type 1 with joint training at Network side, Type 2/3 when dataset is provided by Network
· Data collection by Network
· NW-side monitoring for intermediate KPIs
Observation 7: The provision of some assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.

Proposal 8: For studying the input of the UE part model, if the concern is that the actual input of the UE part model is proprietary, nominal input CSI of the CSI generation can be reported to Network side for the procedures of data collection, training, monitoring, etc.
· Regardless of the actual input or the nominal input, the output of the UE part model should be ensured as the same
Proposal 9: In CSI compression using two-sided model use case, further study potential specification impact of the following [nominal] input CSI and [nominal] output CSI options:
· Option 1: Raw Channel matrix, e.g., raw channel is in frequency domain or in delay domain
· Option 2: Precoding matrix, e.g., the precoding matrix is a group of eigenvector(s) or an eType II-like reporting (i.e., eigenvectors with angular-delay domain representation)
Proposal 10: For the study of the potential specification impact of CQI determination for AI/ML-based CSI compression, CQI compensation based on some assistance of Network indication can be considered as a candidate solution.
Proposal 11: For the CSI report of AI/ML-based CSI compression, legacy RI report procedure can be reused as a starting point.
Proposal 12: In CSI compression using two-sided model use case, further study potential specification impact on
· The format of the scalar/vector quantization dictionary.
· The configuring/reporting/updating of the quantization dictionary.


	Ericsson
	1. [bookmark: _Toc118726288]Discuss further and evaluate whether the specified CSI target should be implicit or explicit CSI based and whether specified CSI target is represented by quantized tensor elements or structured (e.g. eType-II based).
1. [bookmark: _Toc118726095][bookmark: _Toc118726302]If the pre-processing contains removal of raw channel subspace (by the UE), then information about the remaining subspace needs to be conveyed to the network side along with the encoder output bits.   
Observation 2 If the pre-processing contains removal of raw channel subspace (by the UE), then information about the remaining subspace needs to be conveyed to the network side along with the encoder output bits.  
1. [bookmark: _Toc118726289]As the baseline, use legacy CQI and RI determination principles (i.e. UE implementation based). Changes to these principles needs to be justified. 
1. [bookmark: _Toc118726290]If raw channel-based CSI reporting is supported (i.e. full Tx * Rx MIMO channel), then the CSI report does not contain any of RI, LI or PMI. 
[bookmark: _Toc118726096][bookmark: _Toc118726303]Observation 3 Given the potential complexity arising from unmatched quantization, proponents of non-standardized quantization need to motivate the benefits to why the quantization should not be standardized.
1. [bookmark: _Toc118726291]Study whether the number of quantization levels per encoder output should be fixed or configurable.


	Vivo
	Observation 4: If quantization method at CSI generation part and dequantization method at CSI reconstruction part are not aligned, there will be an unacceptable performance loss for AI/ML models.
Proposal 1: Study the potential specification impact of the alignment of quantization method at UE side and dequantization method at NW side based on different training collaboration types for CSI compression.


	ZTE
	Proposal 4: For model inference operation, further study at least the following aspects:
· Data required for model input, e.g., reference signal configurations and assistance information delivery
· Report feedback based on the model output, e.g., UCI mapping order and priority
· Inference latency, e.g., the relationship between inference latency and CSI reference resource
Proposal 5: In CSI compression using two-sided model use case, further study potential specification impact of the following CSI generation model input and CSI reconstruction model output options: 
· Option 1: Raw Channel matrix (i.e., full Tx * Rx MIMO channel)
· 1a: raw channel is in frequency domain
· 1b: raw channel is in time domain 
· Option 2: Precoding matrix
· 2a: The precoding matrix is a group of eigenvectors
· 2b: The precoding matrix is an eType II-like PMI. (i.e., eigenvectors with angular-delay domain representation in DFT bases)
· Further down-selections are not precluded
Observation 5: The “target CSI” used doesn’t have common understanding among companies. In our view, the target CSI is a terminology used in training stage. That is, we should try to train a model whose output should be close to target CSI (or ideal channel) as much as possible. However, at inference stage, CQI is calculated by UE and UE is not able to see the reconstruction part output and target CSI. What UE can rely on to calculate CQI is the measured channel from CSI-RS or measured channel after pre-processing (i.e., CSI generation part input).
Proposal 6: In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report:   
· CQI/LI is calculated based on UE measured CSI 
· CQI/LI is calculated based on UE measured CSI with potential adjustment 
· Potential CQI compensation based on some assistance of network indication
· Potential CQI compensation based on monitored performance  
Proposal 7: In CSI compression using two-sided model use case, if RI is configured to be reported, legacy RI determination can be reused as a starting point. 


	Google
	Proposal 2: The input of CSI compression based on the eigenvectors of the raw channel with a wideband precoder selected as SD basis, e.g. HW1. 
Proposal 3: The output of CSI compression should be the compressed eigenvectors for the raw channel with a wideband precoder selected as SD basis, e.g. HW1.
Proposal 4: The CSI report for CSI compression should comprise the beam index(es) for W1 selection and compressed eigenvectors for the raw channel with a wideband precoder selected as SD basis, e.g. HW1.
Proposal 5: The study of the report of compressed CSI should be based on Rel-15 CSI report mechanism, where the CSI is reported in two parts in PUSCH.
Proposal 6: Study the priority rule for AI/ML based CSI report and non-AI/ML based CSI report with regard to CSI collision handling and CSI omission.
Proposal 8: Study the AI/ML model adaptation for CSI compression, where different AI/ML models may be with different compression ratio.


	Panasonic
	Proposal 2: For each option of training collaboration, configuration and content for CSI report should be studied.
Proposal 3: For each option of training collaboration, handling of rank of AI/ML model should studied.


	CATT
	Proposal 15: For AI/ML based CSI feedback, the overheads of CSI feedback for rank 3 and rank 4 are expected to be comparable with that of rank 2.
Proposal 16: For AI/ML based CSI feedback, CQI and RI are reported accompanied with the AI/ML based CSI feedback.
Proposal 17: For AI/ML based CSI feedback, if the eigenvector(s) of the channel is used as the input of the CSI generation part, the following CQI calculation methods are considered:
· Option 1: The CQI is calculated based on the reconstructed eigenvector (i.e. the output of the CSI reconstruction part);
· Option 2:  The CQI is calculated based on the reported RI and the corresponding eigenvector(s) of the channel. 
Proposal 18: For the CQI reporting for AI/ML based CSI feedback, the same quantization schemes as that in Rel-17 for codebook based CSI feedback is considered.
Proposal 19: Study whether the quantizer and dequantizer are inside the AI/ML model.
Proposal 20: For quantization method alignment between CSI generation part at UE and CSI reconstruction part at network, the necessity of specifying the quantization/dequantization method should be carefully studied, with the following impacts considered:
· Performance, SGCS, UPT, etc.;
· Complexity of AI/ML model training.


	Spreadtrum
	Proposal 5: The type of the input of CSI generation model or the output of CSI reconstruction model should be exchanged between UE and NW.
Proposal 6: CQI/RI still should be included in the CSI report with the assumption of ideal eigenvector(s) as the PMI.
Proposal 7: At least, the size of the output of CSI generation model w/ or w/o quantization should be known for gNB in some way, e.g., based on CSI part 1.
Proposal 8: The priority for AI/ML based CSI feedback needs to be considered.


	Xiaomi
	Proposal 6: The eigenvector of channel as the input of AI/ML-based CSI generation part should be as a starting point.
Proposal 7: The eigenvector of channel as the output of AI/M-based CSI reconstruction part should be as a starting point.
Proposal 10: The following two alternatives can be considered to determine RI and CQI：
· Alt 1: RI, PMI and CQI are jointly calculated
· Alt 2: RI, PMI and CQI are separately calculated through two stages.
Note: PMI is the inferred eigenvector by AI/ML-based CSI reconstruction part.
Proposal 11: CSI reporting with two parts, i.e., Part 1 and Part 2 for AI/ML based CSI feedback with two-sided model should be as a starting point.


	Intel
	Proposal 6:
Consider the following assumptions at least for inference operation
· Trained encoder is not required at the network side for network operation
· Trained decoder may be required at the UE side for accurate CQI calculation
Proposal 8:
· The dimensions of the input are defined by parameters similar to parameters L/M parameters for Enhanced Type II PMI codebook (considering that input corresponds to the neural network input after pre-processing)
Proposal 9: 
It is expected that AI/ML model is trained assuming a particular pre/post processing
· If an AI/ML model is configured at the UE for inference, information on pre-processing for that model should be provided to the UE (e.g. specified, configured, downloaded etc.)
· Pre/post-processing may include at least linear transforms (DFT across different dimensions), downselection of matrix elements and normalization
Proposal 10:
Assumptions for CQI determination (e.g. applied precoding matrix) shall be defined in specification to avoid ambiguity at the gNB side
· If trained decoder is known at the UE side, output precoding matrix can be used at the UE for accurate CQI calculation
· If trained decoder is not known at the UE side, approximation of precoding matrix can be used (e.g. based on Type I PMI codebook)


	OPPO
	Proposal 8: In CSI compression using two-sided model use case, further study the following cases for CQI determination in CSI report,
· Case 1: CQI is calculated based on the output CSI from the realistic channel estimation
· CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference
· Case 2: CQI is NOT calculated based on the output CSI from the realistic channel estimation    
· CQI is calculated based on target CSI from the realistic channel estimation
· FFS: CQI is calculated based on target CSI with potential adjustment. 
· CQI is calculated based on traditional codebook
· Other options are not precluded
Proposal 9: In CSI compression using two-sided model use case, further study the following aspects for CQI determination in CSI report,
· For Case 2, 
· feasibility of different options should be evaluated 
· Gap analyses between the UE side CQI calculation results and the NW side results, as well as the impact on the scheduling performance should be evaluated
· Complexity of CQI calculation needs to be evaluated
Proposal 10: Both protocol visible interfaces and protocol invisible interfaces can be used in subsequent AI/ML applications. 
Proposal 11: Regarding the CSI reconstruction model output, 
· Precoding matrix based model output should be studied as the baseline
· Necessity and feasibility of Raw Channel matrix based model output should be further evaluated
Proposal 12: In CSI compression using two-sided model use case, further study potential specification impact on the quantization/dequantization method for the compressed CSI, including
· At least for training collaboration type2 and type3, whether/how to align the quantization/ dequantization method between UE and NW
· Study potential signaling and procedure to indicate the quantization/dequantization method


	TCL communication
	Observation 1: The CSI feedback based on codebook is a process of compression and decompression. The auto-encoder model is able to compress a vector into lower dimension and then recover it.
Proposal 1: The basic CSI feedback model based on auto-encoder reduces feedback bits through the air-interface, compared to the CSI feedback based on codebook. It is a functional replacement of the CSI feedback based on codebook.
Proposal 2: When a two-side model is deployed, the CQI can be reported by a UE or calculated by a gNB. A threshold can enable the switching between the two.


	China Telecom
	Observation 1: We need further clarification what aspects should be specified or studied for CSI generation model input. e.g, type/dimension/configuration and potential pre-processing and so on, or signalling to indicate the CSI generation model input type to gNB.
Proposal 7: Further study the potential specification impact for CSI generation model input.


	CMCC
	Proposal 5: For AI based CSI compression, the spec impact on high resolution quantization for dataset delivery over air-interface could be considered.
Proposal 6: For AI based CSI compression, the following two high resolution quantization method could be considered for dataset delivery:
•	High resolution scalar quantization, e.g., Float32, Float16, etc.
•	High resolution codebook quantization, e.g., R16 Type II-like method with new parameters
Proposal 8: For AI based CSI compression, the SRS enhancement can be studied for gNB’s dataset collection.
Proposal 9: For AI based CSI compression, the signalling for UE reporting the measured CSI can be studied for gNB’s dataset collection.
Proposal 10: For CSI compression using two-sided model use case, the enhancement on CQI calculation can be studied to improve the reliability or robustness of CQI information.
Proposal 11: For CSI compression using two-sided model use case, the following options for CQI determination can be considered in CSI report:
· CQI is calculated based on CSI measured by UE
· CQI is calculated based on CSI measured by UE with potential adjustment 
· CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference 
· CQI is calculated based on traditional codebook


	NVIDIA
	Proposal 10: For AI/ML based CSI feedback, study potential specification impact related to report/feedback of model input for inference (e.g., quantization and feedback message size), type of model input, and model input acquisition and pre-processing.
Proposal 11: For AI/ML based CSI feedback, study potential specification impact related to report/feedback of model inference output (e.g., quantization and feedback message size) and post-processing.


	Interdigital
	Observation 1: 	To support CSI compression in different deployment scenarios and channels, the AI/ML model can be complex.
Proposal 4: 		Study the use of pre-processing in the frequency, spatial and angle-delay domains as means to reduce the AI/ML model complexity.
Observation 2:	Support of multiple pre-processor types in different domains affects the content of the feedback report and therefore has standardization impacts.
Proposal 5:		Study selection and reporting of pre-processor type.
Proposal 6:		Study means to enable compressed indication of highly granular subband-level CQI.
Proposal 14: Study decoupling of quantizer/dequantizer updating from AI/ML model updating.
Proposal 15: Study different alignment levels between quantizer and dequantizer.


	NEC
	[bookmark: OLE_LINK102][bookmark: OLE_LINK5][bookmark: OLE_LINK4]Proposal 1: Support the adjustment of CSI feedback rate/ CSI reporting pattern based on the predicted CSI variation points as a sub-use case of the CSI feedback based on prediction.


	Lenovo
	Proposal 1: The quantization/dequantization method of the AI/ML model output is pre-configured prior to CSI feedback process  
Proposal 11	Study different alternatives of reporting the AI-based CSI framework configuration parameters based on the design details of the AI-based CSI compression framework
Proposal 12	Study potential CSI report content for AI-based CSI compression under different network-UE collaboration levels

	Apple
	Proposal 8: NW can configure AI based CSI compression with enhanced MIMO related RRC configuration. Maximum UCI payload size can be configured to the UE.  
Proposal 9: Prioritize precoding matrix as output CSI, including eigen-vectors output CSI and e-Type II like PMI.  
Proposal 10: At least for training collaboration type 1 where CSI generation/reconstruction model are trained at the NW side and delivered to the UE, input to the AI generation model including potential pre-processing needs to be signalled.
Proposal 11: At least for training collaboration type 3 with NW first training, CSI generation model input format should be specified to facilitate training dataset generation at NW side.  
Proposal 12: For eigen-vector based CSI compression, the UE determine which AI model to use and include the model ID as part of the CSI report. The NW can config a list of NN IDs via RRC configuration.  
Proposal 13: For PMI based CSI compression where the UE calculate and feedback RI/PMI, RI determination can reuse traditional method. 
Proposal 14: For CSI compression where full channel information is feedback, the gNB will determine RI and corresponding PMI.  
Proposal 15: For CSI compression where full channel information is feedback, the UE calculate and report an open loop CQI for inference level report. 
Proposal 16: For eigen-vector based CSI compression, the UE calculate CQI assuming unquantized precoders if UE is not capable of decoder inferencing and/or AI decoder model is not available at the UE.  

	LG
	Proposal #2: Consider enhancement of CSI reporting configurations for AI/ML based CSI feedback. 
Proposal #3: For CQI and/or RI determination of two-sided AI/ML based Spatial-Frequency CSI compression, consider following options.
· Opt 1. Trigger another non-A/ML based CSI report 
· Opt 2. Report new CSI contents instead of CQI and/or RI
· Opt 3. Allow UE to have AI/ML model information for decoder
· Opt 4. UE initially calculates CQI based on eigenvector from channel measurement and adjust it based on offset information configured from gNB.

	CAICT
	Proposal 2: Precoding matrix based AI model input is considered as baseline.

	NTT Docomo
	Observation 1: The existing framework can be reused to some extent if CSI type for input/output is eigenvector(s) for spatial-frequency domain CSI compression.
Observation 2: If CSI type for input/output is a raw channel matrix for spatial-frequency domain CSI compression, DL CSI might be useful for other usages in addition to precoding matrix calculation.
Observation 3: CQI enhancements might be necessary so that CQI calculation is applicable to the CSI compression.
Observation 7: If the offline multi-vendor agreement is assumed for the model delivery of two-sided models, the input of encoder, output of decoder, and pre/postprocessing can be known between UE side and NW side outside 3gpp
Observation 8: Pre/post processing can be views as one of model inference process, which is implementation specific as AI algorithm and model.
Observation 11: The mechanisms of CSI reporting, such as determination mechanisms on reported UCI bits and how to report encoded bits, could be specification impacts.
Proposal 2: Study the potential specification impacts according to each CSI type for input/output.
Proposal 4: It is not necessary to specify inputs of an encoder, outputs of a decoder and pre/post processing in the specification, unless any technical issue is observed.


	Samsung
	Proposal 2-1: For CSI compression, study new UCI format for quantized output of CSI generation part.
Proposal 2-2: For CSI compression, study flexible configuration of a quantization method and quantization resolution that enables the network to 1) adapt to different AI/ML models and channel environments/scenarios and 2) control the feedback payload size.
Proposal 2-3: For CSI compression, study LCM procedure where associated information and/or model functionality includes input/output format/description (e.g. input format/description for encoder when Type 1 training occurs at Network, output format/description for decoder when Type 1 training occurs at UE).

	Qualcomm
	Observation 15:	Only UCI and final format of the reported CSI (e.g., the precoding matrix) are specified in legacy CSI feedback framework. The PMI search algorithm and its input are proprietary.
Observation 16:	In CSI feedback via two-sided model, PMI searching algorithm is replaced by UE-side model while PMI codebook is replaced by NW-side model. The general principle for specification impact should be preserved. The need for specifying UE-side input and pre-processing is not clear.
Observation 17:	Post-processing of NW-side model output into the final CSI format can be absorbed into the specification of the final CSI format.
Observation 18:	The legacy dependency among PMI, RI and CQI does not exist in two-sided CSI feedback when UE cannot run the network-side CSI reconstruction model.
Observation 19:	Reporting the precoding matrix along with additional assistance information such as soft-rank provides more flexibility for network scheduling.
Proposal 2:	Adopt the following definitions for the study:
Output CSI: For a given CSI feedback scheme, output CSI is the version of CSI that the NW-side retrieves after processing the CSI feedback message.
· For ML-based scheme, 'output CSI' is the final output after post-processing the CSI reconstruction model output, if applicable.
Target CSI: Target CSI is the version of CSI that the NW-side should retrieve if the CSI feedback mechanism is lossless.
Note: The target CSI only assumes lossless compression but does not necessarily imply ideal channel estimation.
Proposal 4:	For AI/ML-based CSI feedback using two-sided model, the procedure used to process the downlink measurements and derive the input to the UE-side model during inference should be left to UE implementation.
Proposal 5:	While generating the training dataset, the target CSI corresponding to a downlink measurement should be derived by the UE side to reflect the UE processing during inference (e.g., channel estimation, eigen-vector derivation, etc.).
Proposal 13:	For the UE part of the two-sided models, input to the UE part does not need to be specified. RAN1 can still have specification discussion on the nominal input for the nominal encoder training.
Proposal 16:	The input to the UE-side model should be left to UE implementation, the output at the NW-side model can be specified.
Proposal 17:	Preprocessing at UE-side is upto UE-implementation and should not be specified.
Proposal 18:	For AI-based CSI feedback, the size of the UCI payload and the final CSI format can be specified.
Proposal 19:	The discussion on specification impact on input/output of CSI encoder/decoder and CSI report configuration is independent of training collaborations.
Proposal 20:	Study reporting the precoding matrix together with soft-rank reporting for two-sided AI/ML CSI feedback.


	MediaTek
	Proposal 11.	Study potential spec impact on quantization for CSI compression with auto-encoder focusing on the followings
•	Uniform vs Non-uniform quantization
•	Scalar vs Vector quantization
•	Derivable (approximated) quantization
•	Gradient passing
•	Learnable quantization offset

	Nokia
	Proposal 3: Regarding quantization scheme for CSI feedback, scalar quantization scheme with a limited bit size needs to be studied especially for bounded input to the AI encoder use case, e.g., channel eigenvector compression.

Proposal 4: Regarding vector quantization scheme for CSI feedback for Type 2 or Type 3 two-sided model training collaboration scenarios, the degree of required alignment between quantizer/dequantizer at UE-side/NW-side respectively needs to be studied, e.g., the length of codeword, the size of codebook, and the distance metric (or quantization rule) in use.




Clarification of terminologies used in the proposals: 
To facilitate the discussion on inferencing stage potential specification impact, some terminologies are clarified and recaptured here. The proposals are using the agreed term. 
For inferencing operation, it was agreed that “target CSI with realistic channel” will be used for future discussion. UE can calculate “target CSI with realistic channel” is based on DL measurement. “Target CSI with realistic channel” is the ideal version of output CSI, without any compression loss.  
In addition, pre/post-processing is related to angular-delay domain conversion. Precoding matrix calculation is not part of pre/post processing.
[image: ]

In addition, whether to specify input CSI has been debated for a few meetings. Input CSI can be UE implementation in most cases given output CSI is specified. It has been proposed that NW need to know the CSI generation model input for CSI generation model training. To facilities the discussion, “nominal input CSI” term is used for this discussion, while allow UE implementation flexibility to generate those nominal input CSI. 

Nominal input CSI: 
Proposal 3-3-1 (closed)
In CSI compression using two-sided model use case, further study potential specification impact on nominal input CSI (i.e., reference CSI generation model input) type/dimension/format to enable at least 
· Training type 2 and 3 when training data is shared by NW
· Training type 1 when NW is the training entity 

Please provide your view below:
	Company
	View

	 Huawei/HiSi
	Agree in principle. But if the intention is to study all spec impact (rather than those only related with training) with nominal input CSI, better to include other LCM procedure, such as data collection, monitor, etc.
In CSI compression using two-sided model use case, further study potential specification impact on nominal input CSI (i.e., reference CSI generation model input) type/dimension/format to enable at least 
· Training type 2 and 3 when training data is shared by NW
· Training type 1 when NW is the training entity 
· Data collection when data sample is reported from UE to NW
· Monitoring when NW is to monitor the performance


	 Vivo
	We are supportive of the proposal.

	 OPPO
	For training type2, not sure why we need to specify the input CSI. 
For training type 1 when NW is the training entity and type3, we agree it is necessary to further study potential specification impact on input CSI.
The definition for nominal input CSI should be discussed and clarified. We do not think the reference CSI generation model input can be used to define it, because reference CSI generation model is only a candidate alternative for training collaboration type 3 as proposed in Proposal 3-1-4. We do not even agree to have it.

	Qualcomm
	The term “nominal input CSI” needs to be clarified. For example, the following could be noted: “Nominal input CSI is the input assumed for the UE-part model by the NW-side during the NW-side training process. The actual input of the UE-side CSI generation model is up to UE implementation.” 
For training type 2, only the activation and gradients are exchanged. It is not clear what training data is shared by the NW and why input CSI discussion is relevant in this context.
For Type 1 training and for type 3 NW-first training, the target CSI itself can be used as the nominal input CSI. Then, once target CSI format is specified, we don’t need any specification discussion separately for nominal input CSI.

	 CAICT
	OK for further study.   

	 CATT
	Fine with the proposal.
For Type2, if we agree to deprioritize, we think type2 should be deleted in the 1st sub-bullet.

	ZTE
	Agree with this proposal.

	LG
	OK for further study.   

	Lenovo
	Support

	Samsung
	As we’ve previously noted, we have concerns about the feasibility of types 1, 2, and 3 (especially if training datasets need to be shared by the NW for types 2 and 3).

	CMCC
	OK for further study.

	 MediaTek
	  Support 

	AT&T
	Support

	Xiaomi
	We have concern on the nominal input of CSI. The definition of the nominal input of CSI has not been given. We think it should be clarified at first.

	Sony
	OK for further study and the term “nominal input CSI” needs to be clarified.



Proposal is updated based on official offline discussion.  
Proposal 3-3-1 (v1): 
In CSI compression using two-sided model use case, nominal input CSI is the input assumed for the CSI generation model by the NW-side during the NW-side training LCM process.  Nominal input CSI can reuse the same type as output CSI/target CSI. 
· Note: The actual input of the UE-side CSI generation model is up to UE implementation
Please provide your view below:
	Company
	View

	CAICT
	We are fine with the clarification for nominal input CSI. The wording “during the NW-side LCM process” could also be removed.

	MediaTek
	Support



Output CSI: 
Proposal 3-3-2 (closed)
In CSI compression using two-sided model use case, further study potential specification impact of the following output CSI options: 
· Option 1: Precoding matrix
· 1a: The precoding matrix is a group of eigenvectors
· 1b: The precoding matrix is an eType II-like PMI. (i.e., eigenvectors with angular-delay domain converting)
· Option 2: Raw Channel matrix (i.e., full Tx * Rx MIMO channel)
· 2a: raw channel is in frequency domain
· 2b: raw channel is in time domain 
· Note: Option 1 is prioritized in R18 SI. Further down-selections are not precluded

Please provide your view below:
	Company
	View

	 Huawei/HiSi
	We have presented our concern on the proposal in the last meeting, that the type of [nominal] input CSI is also needed. So, this issue should be postponed until the outcome of nominal input CSI in Proposal 3-3-1. 
Symmetrically, the output CSI is changed to nominal output.
If we have agreed on “nominal input” in Proposal 3-3-1, the main text of this proposal can be changed to:
In CSI compression using two-sided model use case, further study potential specification impact of the following nominal input/ nominal output CSI options: 

	 vivo
	We are supportive of the proposal.

	 OPPO
	Support

	 NTT DOCOMO
	Support the proposal.   

	 Fujitsu
	Support.

	Qualcomm
	Regarding Option 1, mentioning “eigenvectors” seems to specify a particular implementation. It would be better to use a more generic term – e.g., “precoding vectors”.
The throughput-overhead tradeoff needs more evaluation study first to justify Option 2. 
Should 2b be “delay domain” instead of “time domain”?

	 CAICT
	Support and Option 1 is preferred.   

	CATT
	Similar as that for input CSI, the output CSI also should be a “nominal output CSI”.
Moreover, at least for Type1 joint training in NW side, we don’t think it’s necessary to specify the output CSI.

	LG
	Support.   

	 Lenovo
	For Option 1b, can we remove “eigenvectors”? Nothing in the specification implies that the precoding vectors correspond to eigenvectors
1b: The precoding matrix is an eType II-like PMI. (i.e., eigen precoding vectors with in angular-delay domain converting)

We also suggest adding Option 2c, as follows:
· 2c: raw channel is in transformed time/freq domain 

We also suggest removing the note since the prioritization should be based on evaluation in agenda 9.2.2.1

	Samsung
	Support

	CMCC
	Support.

	 MediaTek
	Support

	Panasonic
	Support

	AT&T
	Support

	Xiaomi
	Support

	Sony
	Support.



Proposal 3-3-2 (v1)
In CSI compression using two-sided model use case, further study potential specification impact of the following output CSI options: 
· Option 1: Precoding matrix
· 1a: The precoding matrix is a group of eigenvectors
· 1b: The precoding matrix is an eType II-like PMI. (i.e., eigen precoding vectors with in angular-delay domain)
· Option 2: Raw Channel matrix (i.e., full Tx * Rx MIMO channel)
· 2a: raw channel is in frequency domain
· 2b: raw channel is in time delay domain 
· 2c: raw channel is in transformed delay/freq domain 
· Note: Option 1 is prioritized in R18 SI. Further down-selections are not precluded

Please provide your view below:
	Company
	View

	NTT DOCOMO
	Support the principle of not specifying the eigenvector in Option1. To be more consistent with other options, we prefer to update the Option1a as follows.
· Option 1: Precoding matrix
· 1a: The precoding matrix in antenna-frequency domain is a group of eigenvectors
· 1b: The precoding matrix is an eType II-like PMI. (i.e., eigen precoding vectors with in angular-delay domain)

	ZTE
	Support in general. We think it is also applicable to input CSI, and regarding the proposal 3-3-1, we suggest adding a bracket for “nominal” in the rewording as 
In CSI compression using two-sided model use case, further study potential specification impact of the following (nominal) input/output CSI options:

	CAICT
	Support.

	MediaTek
	Per option 2c, what is exactly “transformed delay/freq domain”?

	Fujitsu
	OK.

	Xiaomi
	For Option2b, the delay domain can be regarded as the processing of frequency domain through DFT transforming.
For Option2c, raw channel should be in transformed time/frequency domain after DFT operation

	Panasonic
	Support




CQI determination has been identified for further studies. The following proposal summarize different alternatives for CQI determination. 
Proposal 3-3-3(closed):   
In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report, if CQI in CSI report is configured.    
· CQI is calculated based on target CSI with realistic channel measurement  
· CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Potential CQI compensation based on some assistance of network indication
· Potential CQI compensation based on monitored performance  
· CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference 
· CQI is calculated based on traditional codebook
· CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   
· Other options are not precluded

Please provide your view below:
	Company
	View

	 Huawei/HiSi
	The solutions are in principle fine. A clarification question: does the “target CSI” here has the same meaning with the nominal CSI in Proposal 3-3-1? In our understanding, both of them mean the NW perceived input CSI (may or may not be the actual input CSI at UE side). If so, better to align the terms over proposals.
BTW, the “with realistic channel measurement” is not needed in 9.2.2.2, as in realistic network, it is natural that UE cannot get ideal channel. Using “target CSI” is more concise.
 target CSI with realistic channel measurement
Mod: Nominal input CSI is updated in 3-3-1. 
“Target CSI with realistic channel measurement” was based on last meeting’s discussion, to avoid target CSI term in 9.2.2.1 where prefect channel estimation is used.  

	 vivo
	We are supportive of the proposal.

	 OPPO
	From our understanding, basically there are two different solutions, i.e. 
· Case 1: CQI is calculated based on the output CSI from the realistic channel estimation
· Case 2: CQI is NOT calculated based on the output CSI from the realistic channel estimation
For Case1, the CSI reconstruction model should be available on the UE side and there would be no gap between the CQI calculated by UE and the one calculated by NW. 
For Case2, the feasibility for each candidate CQI calculation method should be determined first. e.g. how to compensate the gap between the CSI calculated by UE side and NW side, and how to derive CQI using a two-stage approach. Besides, it is necessary to evaluate the difference between the UE side CQI calculation results and the NW side results, as well as the impact of gaps on the scheduling performance.
We suggest a revision as following,
In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report, if CQI in CSI report is configured. 
· Case 1: CQI is calculated based on the output CSI from the realistic channel estimation, including
· CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference
· Case 2: CQI is NOT calculated based on the output CSI from the realistic channel estimation, including    
· CQI is calculated based on target CSI from the realistic channel estimation
· FFS: CQI is calculated based on target CSI with potential adjustment. 
· CQI is calculated based on traditional codebook
· Other options are not precluded 
· Note1: feasibility of different options should be evaluated 
· Note2: Gap analyses between the UE side CQI calculation results and the NW side results, as well as the impact on the scheduling performance should be evaluated
· Note3: Complexity of CQI calculation needs to be evaluated

	 NTT DOCOMO
	Support the proposal.   

	Qualcomm
	We are generally fine with the proposal, but regarding the second item, the need for network indication of CQI compensation is not clear – can the gNB not apply the compensation by itself instead of indicating to the UE?

	ETRI
	Support

	 CAICT
	Support   

	 CATT
	Support

	LG
	Support   

	 Lenovo
	 OK to consider the previous cases, slightly prefer to merge the first two bullets to simplify the comparison

	Samsung
	Support

	CMCC
	Support.

	AT&T
	Support

	Xiaomi
	Support



Proposal is updated based on comments.   
Proposal 3-3-3(v1):   
In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report, if CQI in CSI report is configured.    
· Case 1: CQI is calculated based on the output CSI from the realistic channel estimation, including
· CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference 
· CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   
· Case 2: CQI is NOT calculated based on the output CSI from the realistic channel estimation, including
· CQI is calculated based on target CSI with realistic channel measurement  
· CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Potential CQI compensation based on some assistance of network indication if configured 
· Potential CQI compensation based on monitored performance  
· CQI is calculated based on traditional codebook
· Other options are not precluded
· Note1: feasibility of different options should be evaluated 
· Note2: Gap analyses between the UE side CQI calculation results and the NW side results, as well as the impact on the scheduling performance should be evaluated
· Note3: Complexity of CQI calculation needs to be evaluated

Please provide your view below:
	Company
	View

	ZTE
	We are fine with this proposal.

	CAICT
	Support

	MediaTek
	Support

	Xiaomi
	I would like to clarify CQI calculation by using two stage approach. The first stage is that UE receives the precoded CSI-RS, where the precoder of CSI-RS is the output of CSI reconstruction model at NW side. The second stage is that UE calculates CQI according to the effective channel which is derived through received precoded CSI-RS. According to categories of above cases, it belongs to Case 2.   




RI determination:	
Proposal 3-3-4: 
In CSI compression using two-sided model use case, if RI is configured to be reported, legacy RI determination can be reused as a starting point. 
· FFS: Soft rank reporting when full precoding matrix is reported 
· Other enhancements are not precluded

 
Please provide your view below:
	Company
	View

	 Huawei/HiSi
	Suggest to remove the FFS bullet. The definition of soft rank is not clear. It can be anyway discussed as there is “Other enhancements are not precluded”

	 vivo
	We are supportive of the proposal.

	 OPPO
	Not sure the soft rank reporting is needed. 

	 NTT DOCOMO
	Fine with the proposal.
As of FFS part, we prefer to remove it. Since the target CSI can be calculated by UE, at least UE can calculate the rank values for the target CSI. In that case, CSI corresponding to the layer for higher rank than the RI of target CSI should not be reported. Thus, the full precoding matrix is unnecessary, even when the reconstructed CSI is not available at UE. 

	Qualcomm
	It is not clear why legacy RI should be reused as a starting point. We prefer to list all the options. For example:
“In CSI compression using two-sided model use case, if RI is configured to be reported, study the following options:
    Option 1: Legacy RI 
    Option 2: Soft rank reporting  
Other enhancements are not precluded”
Soft rank reporting may be applicable even when full precoding matrix is not reported.

	 CAICT
	Support   

	 CATT
	Support

	LG
	Soft rank needs to be clarified. 

	 Lenovo
	Prefer removing the FFS, since “as a starting point” does not preclude other forms of reporting. Meanwhile, can proponents of the FFS further clarify the soft rank reporting approach, with an illustrative example, if possible?   

	Samsung
	Support (but we think the FFS needs to be clarified)

	CMCC
	Not clear with the meaning of “soft rank”.

	 MediaTek
	What is exactly soft rank reporting when full precoding matrix is reported?

	Xiaomi
	Soft rank reporting belongs to a enhanced scheme which include in the second bullet. Therefore, the first bullet may be not needed.

	Sony
	Support.

	ZTE
	We suggest to remove the FFS bullet. The definition of soft rank is not clear. It can be included in “Other enhancements are not precluded”



LI determination:	LI related proposals are summarized
Proposal 3-3-5: 
In CSI compression using two-sided model use case, further study the following options for LI determination, if LI is configured to be reported.  
· LI is calculated based on target CSI with realistic channel measurement  
· LI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference 
· Other options are not precluded

 
Please provide your view below:
	Company
	View

	 vivo
	We are supportive of the proposal.

	 OPPO
	Not sure what are the impacts on LI calculation, more clarifications are needed

	 CATT
	Low priority. Whether LI should be reported has not discussed yet.

	ZTE
	Support

	LG
	Agree with Oppo, 

	 Lenovo
	The first bullet is not clear. The LI is an artifact of the ordering of the precoding vectors in the form of layers, not sure if this is possible based on target CSI   

	CMCC
	Support.

	 MediaTek
	Support

	AT&T
	Support

	Xiaomi
	We share same view with CATT. It should be firstly discussed whether needs LI reporting for AI/ML based CSI feedback.




UCI configuration and report:
Proposal 3-3-5 (closed): 
In CSI compression using two-sided model use case, further study the following options for UCI configuration and report: 
· Option 1: NW configure the max UCI payload size. UE select the rank and CSI generation model within the max payload size constraint.  
· Option 2: NW configure a list of model IDs and max UCI payload size, and UE select rank and CSI generation model from the configured list. 
· Option 3: NW configure the model ID to be used by the UE. UE will use the corresponding CSI generation model configured by the NW. 
· Other options are not excluded.   

Please provide your view below:
	Company
	View

	 Huawei/HiSi
	Not clear of the motivation. Two clarification questions:
1) For Option 1, is the intention to follow the principle of legacy, where max UCI is configured, and UE omits the CSI if actual UCI exceeds? It seems whether to satisfy the max payload size is UE implementation as anyway the dropping rule can work.
2) For Option 2/3, what is the motivation of indicating model ID(s)? We think the configuration of the available model ID or configuration of the list of model IDs would be a separate story more related with LCM (registration/activation/switching, etc.) and decoupled with how UE reports UCI.
Mod: UCI report format was proposed in previous meeting. It was commented that the UCI report procedure needs to be clarified before UCI report format is discussion. This proposal is the clarify options for NW to configure UCI report. This is not related to registration discussion.  

	 vivo
	We are supportive of the option 1. For option 2, the same max UCI payload size needs to be configured and it does not save any UCI overhead but makes the system more complicated. For option 2, we don’t know hew to realize the RANK adaptation because NW is not aware of the available RANK prior to the reception of UE report.

	 OPPO
	Further discussion until more clear conclusions on model ID and the information that needs to be transmitted by UCI

	 NTT DOCOMO
	Prefer Option 2/3 for the simplicity. 

	 Fujitsu
	Support.

	Qualcomm
	These aspects are more applicable to the work-item stage. For the study-item, the focus should be on the format of the output CSI, and what the CSI report contains.
Mod: This is the facilitate the UCI discussion. In 110bis-e, UCI format was proposed, and it was asked to clarify the procedure before discussion of UCI content. This proposal is to move forward in that direction, as UCI content depends on how the UCI is configured by NW. 

	 CAICT
	The bundling of model ID and UCI report in option 2 and 3 needs further discussion.

	NEC
	OK in general. From our point of view, the CSI generation model used for model inference should be known to NW. So, we prefer Option 3 for simplicity.

	 CATT
	Further discussion is needed. More discussion is needed on whether model ID configured by NW is supported. The model ID issue is also under the discussion in 9.2.1.

	LG
	Agree with QC.

	Lenovo
	OK with the three Options. In all options the NW must configure the max UCI payload size which corresponds to the number of bits allocated in UL resources for feeding back the CSI report, therefore we prefer the following update to the three options:
· Option 1: NW configure the max UCI payload size. UE selects the rank and CSI generation model within the max UCI payload size constraint configured by the network.  
· Option 2: NW configures a list of model IDs and max UCI payload size, and UE selects rank and CSI generation model from the configured list and within the max UCI payload size constraint configured by the network. 
· Option 3: NW configures the model ID to be used by the UE. UE will use the corresponding CSI generation model configured by the NW. 

	Samsung
	Are we assuming that the legacy UCI formats support all of these options?  If not, we should study a new UCI format (see our Proposal 2-1).
Also, the current spec doesn’t support model ID configuration.  Before discussing that novel concept here, we should wait for further progress in AI 9.2.1 (a parallel discussion is occurring there).
In addition, it seems that this proposal should be numbered as 3-3-6, since we already have Proposal 3-3-5 before this one.
Mod: model ID is agreed in RAN2. Detailed specification of the ID format will be discussed in RAN2. 

	CMCC
	Same view with QC. We are OK in principle, but it seems more like a WI proposal.

	 MediaTek
	Support. We prefer option 3.

	Xiaomi
	Agree with QC. We should be study whether to enhance UCI design. We think the legacy of UCI should be studied as a starting point.



Proposal 3-3-5 (v1): 
In CSI compression using two-sided model use case, further study the following options for UCI configuration and report: 
· Option 1: NW configure the max UCI payload size. UE selects the rank and CSI generation model within the max UCI payload size constraint configured by the network.  
· Option 2: NW configures a list of model IDs and max UCI payload size, and UE selects rank and CSI generation model from the configured list and within the max UCI payload size constraint configured by the network. 
· Option 3: NW configures the model ID to be used by the UE. UE will use the corresponding CSI generation model configured by the NW.
· Other options are not excluded.   

Please provide your view below:
	Company
	View

	ZTE
	From our understanding, there is no definition of max UCI payload size in the existing specification. We think it can be left for further discussion until more clear conclusions on model ID and max UCI payload size.

	CAICT
	Fine with Option 1. We also agree ZTE’s view.

	Xiaomi
	For Option1, if UE needs to select CSI generation model, multiple CSI generation model needs to be deployed at UE side. These model should be managed by model ID. From this perspective, Option 1 is not needed. 



Quantization:
Proposal 3-3-6: 
In CSI compression using two-sided model use case, further study at least the following potential specification impact on quantization alignment including: 
· For vector quantization scheme, the length of codeword, the size of codebook, and the distance metric (or quantization rule) in use 
· For scaler quantization scheme including uniform and non-uniform quantization
· Whether the number of quantization levels per encoder output should be fixed or configurable.
· Derivable (approximated) quantization and gradient passing
· Learnable quantization offset

Please provide your view below:
	Company
	View

	 vivo
	We are supportive of the proposal.

	 OPPO
	Further discussion after more simulation and evaluation results from 9.2.2.1 section. 

	 Fujitsu
	   Support

	Qualcomm
	Before getting into these detailed aspects, it would be better to focus on the necessity of standards support to align quantization, listing different quantization schemes, and necessary spec impact of different quantization schemes.

	 CAICT
	Support   

	 CATT
	Shall we discuss whether quantization alignment is needed first? It is our view that it is related to training collaboration types.

	 ZTE
	We suggest further discussion after more simulation and evaluation results from 9.2.2.1. 
In additon, for the second sub-bullet, a typo is revised as   
·  For scalar quantization scheme including uniform and non-uniform quantization

	 Lenovo
	The second bullet is not clear. Shouldn’t Bullets 3,4, and 5 be sub-bullets of the second bullet?

	Samsung
	Support
Also, it seems that this proposal should be numbered as 3-3-7.

	CMCC
	Support.

	 MediaTek
	Support

	AT&T
	Support

	Xiaomi
	We can wait for evaluation result of agenda 9.2.2.1, and then decided which scheme is selected.  



 
Performance monitoring, model update, activation/de-activation/switching 
Following table summarize company’s proposals related to model performance monitoring, activation/de-activation/switching.  

	Huawei
	Observation 8: If monitoring of input data drift is to be further studied, the data drift or out-of-distribution can be reflected by probability distribution function (PDF) or centroids between monitored input data and training data.
Observation 9: Motivation for output data drift is not clear, since the failure of AI/ML model may not be reflected by the output drift.
Proposal 13: The input or output data based monitoring should be evaluated at 9.2.2.1 before being further discussed at 9.2.2.2, including: what metrics can be adopted for evaluating the distribution, how to generate the distribution of data, how accurate the data drift reflects the AI/ML model performance.
Proposal 14: For intermediate KPIs based monitoring, study how to calculate the intermediate KPI (e.g., SGCS) from both the Network side and UE side.
Proposal 15: For UE-side performance monitoring, Network may configure a threshold metric to facilitate UE to perform model monitoring.
Proposal 16: For the co-existence between AI/ML-based CSI feedback and legacy CSI feedback, further study the configuration/indication of AI/ML-based report and legacy CSI report, e.g., configuring separate time durations of different modes, indicating differentiated measurement resources, etc.


	Ericsson
	[bookmark: _Toc118726098][bookmark: _Toc118726305]Observation 5: It is more efficient to perform two-sided model monitoring at the NW-side than at the UE-side.  
1. [bookmark: _Toc118726300]Study model monitoring of two-sided models using intermediate KPIs, based on that the UE occasionally reports the input/target connected to a CSI report.


	Vivo
	Proposal 2: Study method, format, and overhead of reporting high accuracy CSI measurements from UE to network for performance monitoring in CSI compression.
Proposal 3: Study the feasibility and potential specification impacts of performance monitoring based on proxy models for CSI compression.
Observation 1: Using system KPIs for performance monitoring in CSI compression might have difficulties in judging whether an observed system performance degradation is caused by an outdated CSI compression model or some other reasons.
Proposal 4: Deprioritize the study of performance monitoring based on system KPIs such as throughput and BLER.
Proposal 5: Clarify the relations of legacy CSI based monitoring and intermediate KPI based monitoring in CSI compression on whether the legacy CSI is used to report measured CSI from UE side and SGCS is further calculated based on the reported legacy CSI
Proposal 6: Monitoring based on data distribution can be viewed as a special case of monitoring based on applicable condition.
Proposal 7: Study the accuracy and relevance of monitoring based on data distribution and applicable condition.
Proposal 8: Jointly consider the design of performance monitoring methods and development of scenario-/configuration-/site-specific models in CSI compression.
Proposal 9: Study the evaluation methodology for performance monitoring methods in CSI compression, where following factors should be considered: 1) Accuracy and relevance; 2) Overhead; 3) Complexity; 4) Latency.
Proposal 10: Study model ID based LCM procedure for CSI compression with two-sided models.
Proposal 11: Study mechanisms for the two sides to jointly select a model among multiple candidate models, including:
· Triggering conditions
· How to conduct multi-model performance monitoring for purpose of model selection
· Sharing of model selection results between NW and UE in CSI compression, where model ID based solution can be considered as a starting point.
Proposal 12: Study the potential specification impact of triggering conditions for Model selection, switching/activation/deactivation, fallback. 
Proposal 13: For ID based model management, study the following options for signaling design for model switching/activation/deactivation among multiple models: RRC-based, MAC CE-based, DCI-based.


	Fujitsu
	Proposal 1: Study model monitoring based on data distribution for CSI compression, wherein only input-based data distribution model monitoring (UE-based monitoring) is suggested to be studied.

Proposal 2: Regarding model performance monitoring, at least for eventual KPIs-based monitoring, study on NW-side performance monitoring (including the NW monitors the performance and makes decisions of model activation/ deactivation/updating/switching) should be prioritized.

Proposal 3: Regarding model performance monitoring, in the case of using intermediate KPIs as monitoring metrics, study the following monitoring methods and potential STD impacts on NW-side performance monitoring:
· Option-1: SRS-based monitoring
FFS: enhancement to mitigate the difference between channel information obtained from SRS and the channel information obtained from CSI-RS
· Option-2: High resolution CSI feedback-based monitoring, e.g., R16 Type II-like method with new parameter values
FFS: new parameter values 
 
Proposal 4: Regarding model performance monitoring, in the case of UE-side monitoring where intermediate KPIs are used as monitoring metrics, study the following monitoring methods and the associated potential STD impacts:
· Option 1: CSI-RS-based monitoring, under the condition that both CSI generation part and CSI reconstruction part are deployed at the UE;
· Option 2: using labels from the output of CSI reconstruction part at NW

Proposal 5: Upon having monitoring results, the signaling and procedures on the follow-up mechanisms are suggested to be studied:
· Cross mode selection mechanism: including at least fall back, model switching, model finetuning.
· Mode switch mechanism: falling back from CSI compression to codebook-based method, switching back to CSI compression from codebook-based method.
· Monitoring mechanism for a standby model.


	Google
	Proposal 9: Study the AI/ML model monitoring for CSI compression based on the following options:
· Option 1: NW-based model monitoring, where the performance for the CSI compression is monitored by the gNB and the UE may report some assistant information
· Option 2: UE-based model monitoring, where the performance for the CSI compression is monitored by the UE and the UE can report an indication to the NW if it identifies an AI/ML model performance failure
Proposal 10: Study the metric for AI/ML model monitoring for CSI compression based on the following options:
· Option 1: SCS between the input of CSI compression and output of the CSI decompression
· Option 2: Hypothetical BLER measured from precoded CSI-RS with the precoder selected from decompressed CSI in the most recent ML based CSI report


	Panasonic
	Proposal 4: The following options should be studied for life cycle management.
· Solution 1: gNB side performance monitoring
· 1-1: UE transmit encoder input as CSI report periodically or occasionally.
· 1-2: gNB may directly use system throughput or ratio of NACK.
· Solution 2: UE side performance monitoring
· 2-1: UE calculate decoder output using virtual decoder in UE.
· 2-2: UE may obtain the inference results indicated from gNB periodically or occasionally
· 2-3: UE may use PDSCH decoding performance as KPI.


	CATT
	Proposal 11: Regarding monitoring metric acquiring for CSI compression using two-sided AI model, if intermediate KPI is adopted as monitoring metric, the following procedures are considered:
· For NW-side performance monitoring, 
· Option 1: UE reports the assistance information (e.g. high resolution CSI) to the network side, and the network side calculates intermediate KPI based on the assistance information and the corresponding output of the reconstruction part at the network side;
· Option 2: The network side deploys not only the reconstruction part for the network part but also the generation part for the UE side, and uses the input of the generation part for intermediate KPI calculation.
· For UE-side performance monitoring,
· Option 1: The network side indicates the assistance information (e.g. output of the reconstruction part at the network side) to the UE, and the UE calculates intermediate KPI based on the assistance information and the corresponding input of the generation part at the UE side;
· Option 2: The UE deploys not only the generation part for the UE side but also the reconstruction part for the network part, and inference the output of the reconstruction part for intermediate KPI calculation.
Proposal 12: For model performance monitoring for AI/ML based CSI feedback, if eventual KPI is adopted as monitoring metric, how to remove the impacts of other factors should be considered.
Proposal 13: For model performance monitoring for AI/ML based CSI feedback, if input/output data distribution based solution is adopted, which metric is used to declare that the dataset has been out-of-distribution should be studied.


	Spreadtrum
	Observation 4: For UE-side performance monitoring, eventual KPIs and input data based monitoring metric can be considered.
Observation 5: For NW-side performance monitoring, eventual KPIs, legacy CSI based monitoring and output data based monitoring metric can be considered.


	Intel
	Observation 1: 
· Model performance monitoring based on intermediate KPI or eventual KPI calculated based on one AI-ML model is not giving enough information for proper configuration of AI-ML Model
Proposal 1: 
· Testing of different AI-ML models with the measured channel should be considered for model performance monitoring
Proposal 2: 
· The following approaches for channel measurements/reporting are considered for the network-based AI-ML model performance monitoring
· Network-based model performance monitoring based on SRS measurements
· Network-based model performance monitoring based on ground truth CSI reporting
Proposal 3: 
· Co-existence and fallback mechanism between AI/ML-based CSI feedback mode and legacy non-AI/ML-based CSI feedback mode should be based on existing CSI framework


	OPPO
	Proposal 13: Regarding the fine-tuning for CSI, the following factors should be considered at least:
· Performance gain
· Size of fine-tuning dataset
· Sampling distribution of fine-tuning dataset
· Diversity between fine-tuning dataset and original dataset
· Fine-tuning delay
· Fine-tuning complexity
· Other aspects related to fine-tuning
Proposal 14: Regarding the performance monitoring metrics/methods for AI/ML model monitoring, eventual KPIs(e.g., hypothetical BLER) should be utilized for the performance monitoring, other options can be used to equivalent convert the eventual KPI by implementation.
Proposal 15: Regarding the model performance monitoring, necessity and feasibility of following cases should be evaluated:
· Case 1: UE monitors the model performance by itself
· Case 2: UE monitors the model performance with the help of NW, e.g. ground truth delivery from gNB to UE
· Case 3: NW monitors the model performance by itself
· Case 4: NW monitors the model performance with the help of UE, e.g. ground truth delivery from UE to gNB 
Proposal 16: Unnecessary overheads, e.g. too frequent and huge ground truth data delivery in case 2 and case 4, caused by performance monitoring procedures should be avoided.
Proposal 17: Regarding the UE-side performance monitoring, signaling and procedures to report the model performance monitoring results should be evaluated.
Proposal 18: Regarding the model switching/updating, 
· Give high priority to basic LCM solutions, e.g. the selection and use of the most suitable scheme through reasonable performance monitoring, necessary signaling indication and model switching
· More challenging LCM schemes, e.g. online real-time model training and updating, can be evaluated in subsequent studies


	Sony
	Proposal 5: RAN1 should consider supporting the network-initiated CSI feedback mode switching and the event-trigger based CSI feedback mode switching in CSI compression using two-sided model use case.
Proposal 6: RAN1 should consider supporting both periodic and aperiodic feedback assistance information from UE-side for AI/ML model monitoring in CSI compression using two-sided model use case.


	NVIDIA
	Proposal 8: For AI/ML based CSI feedback, study potential specification impact related to assistance signalling and procedure for model configuration, model activation/deactivation, model recovery/termination, and model selection.
Proposal 9: For AI/ML based CSI feedback, study potential specification impact related to assistance signalling and procedure for model performance monitoring and model update/tuning.


	Interdigital
	Proposal 7:		Study specification impacts of CSI compression using AI/ML including: CSI compression type, support of multiple AI/ML models, new CSI reporting mechanisms and fallback to legacy CSI reporting.
Proposal 9: Study means to configure/reconfigure the UE with the monitoring configuration, including the monitoring metric.
Proposal 10: For UE-side monitoring, study means for reporting the monitoring metrics.
Proposal 11: Study means to mitigate AI/ML encoder model performance degradation.
Proposal 12: For CSI compression using two-sided model use case, study means to update AIML model to mitigate AI/ML model performance degradation 
Proposal 13: Mechanisms to fallback to legacy CSI reporting are needed (e.g. for cases when AIML model performance is poor) 


	NEC
	[bookmark: OLE_LINK257][bookmark: OLE_LINK169][bookmark: OLE_LINK168][bookmark: OLE_LINK107]Observation 1: For a sub use case (or the same functionality), multiple AI/ML models corresponding to different scenarios (e.g., LOS, NLOS) or different inputs/outputs may be arranged.
[bookmark: OLE_LINK95][bookmark: OLE_LINK94][bookmark: OLE_LINK104][bookmark: OLE_LINK105][bookmark: OLE_LINK165][bookmark: OLE_LINK164][bookmark: OLE_LINK253][bookmark: OLE_LINK252][bookmark: OLE_LINK90]Proposal 3: Study the mechanism of model selection, e.g., the following information should be exchanged between gNB and UE.
· Information related to multiple AI/ML models.
· Information indicating the selected AI/ML model.
[bookmark: OLE_LINK98][bookmark: OLE_LINK106][bookmark: OLE_LINK99]Proposal 4: Study input data based model monitoring, e.g., based on the similarity between the online/realistic input data and training input data.
[bookmark: OLE_LINK101][bookmark: OLE_LINK100]Proposal 5: Study model monitoring for multiple AI/ML models.


	Lenovo
	Proposal 3	Study the specification impact corresponding to AI model performance monitoring, as well as the corresponding model adaptation decision
Proposal 4	The following four model adaptation decisions under AI model performance monitoring are considered as a starting point: (i) No AI model change, (ii) CSI parameters update, (iii) AI model switching, and (iv) Fallback to non-AI scheme
Proposal 5	Fallback to non-AI CSI feedback scheme is considered a part of the AI model adaptation mechanism
Proposal 6	Network-based performance monitoring and model adaptation are supported by default
Proposal 7	Further study the specification impact corresponding to the model monitoring schemes: (i) The network configuring the UE to report performance metrics that aid model monitoring, (ii) the network transmitting performance metrics based on UE request to aid UE-based model monitoring, and (iii) Event-triggered AI model monitoring

	LG
	Proposal #5: Consider at least following aspects for fallback operation
· Condition of Fallback mode
· NW initiated Fallback mode


	NTT DOCOMO
	Observation 12: Model monitoring based on model accuracy can be categorized into model accuracy with target CSI and model accuracy with legacy CSI feedback.
Proposal 6: Discuss the feasibility of the model monitoring based on the input/output data distribution in CSI compression, before the specification impact discussion related to it. 
Proposal 7: At least model monitoring based on model accuracy with target CSI, expected system performance, and empirical system performance should be supported.  


	Samsung
	Proposal 2-8: Study and verify model update of the encoder at the UE, where the gNB’s training strategy is not disclosed while transferring/configuring the AE.


	Qualcomm
	Observation 12:	Model monitoring based on metrics derived by comparison between input samples inference and training samples can have strong relationship with the inference accuracy. As a result, input-based monitoring appears promising.
Observation 13:	Model performance monitoring based on using a legacy CSI feedback scheme as a reference can detect model accuracy failure reliably and efficiently.
Observation 14:	Reporting the target CSI with high resolution for the purpose of model performance monitoring would require additional overhead without much benefit, and specification change for such reporting requires clear justification.
Proposal 14:	Study specification impact of input-based model monitoring by comparing input samples at inference time to the training samples.
Proposal 15:	Study specification impact needed to enable robust and efficient model performance monitoring using an existing CSI feedback scheme such as Rel-16 Type II as the reference.



Proposal 3-4-1:  
In CSI compression using two-sided model use case, potential specification impact for intermediate KPIs based monitoring including at least:
· UE occasionally reports the target CSI connected to a CSI report.
· NW occasionally send the output CSI to UE 
· Feasibility and potential specification impacts of performance monitoring based on proxy models for CSI compression
   
Please provide your view below:
	Company
	View

	 Huawei/HiSi
	Fine with the principle of the 1st and 2nd bullet. But to clarify: can “occasionally” be interpreted that the report is not always-on but rather infrequent (so that the overhead is insignificant)?
For the 3rd bullet, not clear how the proxy model can accurately match the model of the other side, so better to evaluate before further discussing.
In CSI compression using two-sided model use case, potential specification impact for intermediate KPIs based monitoring including at least:
· UE occasionally reports the target CSI connected to a CSI report.
· NW occasionally send the output CSI to UE 
· FFS evaluate the Feasibility and potential specification impacts of performance monitoring based on proxy models for CSI compression

	 vivo
	We are supportive of the proposal.

	 OPPO
	OK with the 1st and 2nd bullets, we support to further study the needs and potential spec impacts. Unnecessary overheads should be avoided.
For the third bullet, we do not think the performance monitoring based on proxy models could work well. Because it is difficult to ensure that the gap between a proxy model and the actual model is fixed and predictable. A few simulations under specific conditions are insufficient to demonstrate the effectiveness of this scheme. 

	 NTT DOCOMO
	If NW makes decision of the UE-side model operation (e.g., activation/deactivation), NW should either receive the monitored results from UE or monitor the model performance at NW. In those cases, Alt.2 requires large overhead by signaling of monitored results and output CSI. 
Anyway, it is better to discuss which entity makes the model operation (e.g., activation/deactivation) first. In our view, occasional output CSI reporting from NW does not need to be studied.
For the 3rd bullet, we think the model monitoring based on the actual reconstruction model at UE is also possible depending on the training procedure. Then, we propose to update as follows.
· Feasibility and potential specification impacts of performance monitoring based on actual/proxy reconstruction models at UE side for CSI compression

	 CAICT
	Support   

	CATT
	Why only occasionally report/ occasionally output CSI transmission is considered? We prefer to delete such restriction (i.e. occasionally) at this stage.
Moreover, the proxy models are unclear, which need more clarifications.

	LG
	Support   

	 Lenovo
	This study would depend on the format of “target CSI” and “output CSI”, which should be discussed first   

	Samsung
	Could you clarify “occasionally” in the first two bullets?  Is this reporting frequency configured by the NW?

	AT&T
	Support in principle. It is unclear if the reporting is based on a trigger by AI/ML model or periodic. 

	Xiaomi
	We think the third bullet needs to further study. In the first and second bullet, the “occasionally” is not clear. We think it should depends on the indication via signaling.

	Sony
	Support.

	ZTE
	We are not clear “occasionally” in the first two sub-bullets, which needs further clarification. Also for the 3rd sub-bullet, proxy model needs to be clarified. For example, whether it is a trained CSI reconstruction model at UE side for Type 3 UE-first training applied for performance monitoring. We think this issue can be further discussed after initial evaluation is performed in 9.2.2.1.   



Proposal 3-4-2:  
In CSI compression using two-sided model use case, if eventual KPI is adopted as monitoring metric, further study methods to remove the impacts of other factors other than model performance.  

Please provide your view below:
	Company
	View

	 Huawei/HiSi
	1. No clear motivation for this proposal. The other impact factors of scheduling, pairing are managed by NW, and it can be removed with gNB implementation if needed.

	 vivo
	We are supportive of the proposal.

	 OPPO
	Support. 
Besides, when eventual KPIs(e.g., hypothetical BLER) is utilized for the performance monitoring, other options(e.g. intermediate results) can also be used to equivalent convert the eventual KPI by implementation.

	 NTT DOCOMO
	Fine with the proposal.   

	 Fujitsu
	   We are fine with the intention of the proposal, but we think it is almost impossible to “remove the impacts of other factors other than model performance”.

In CSI compression using two-sided model use case, if eventual KPI is adopted as monitoring metric, further study on high reliable model decision mechanism taking overhead and latency into account. to remove the impacts of other factors other than model performance.  


	 CAICT
	Support   

	CATT
	Support.
We think the eventual KPI can be impacted by various factors, i.e. the scheduling strategy, the interference of the environment, etc. Therefore, if eventual KPI is adopted as monitoring metric, how to remove the impacts of other factors should be considered.

	 Lenovo
	The proposal is not clear, it would be appreciated if the moderator can further clarify the intention     

	Samsung
	Could you clarify “impacts of other factors other than model performance?”

	CMCC
	Support.
If the impacts of other factors cannot be removed, we can still use intermediate KPI as auxiliary monitoring metric.

	 MediaTek
	Support

	Xiaomi
	We should firstly study its feasibility via eventual KPI to monitor model performance. 

	ZTE
	We are not clear about the impacts of other factors other model performance, which needs clarification and we think it is hard to remove the impacts of other factor. So we think this issue can be further discussed after initial evaluation is performed in 9.2.2.1.   




Proposal 3-4-3:  
In CSI compression using two-sided model use case, further study potential specification impact needed to enable robust and efficient model performance monitoring using an existing CSI feedback scheme such as Rel-16 Type II as the reference.
Please provide your view below:
	Company
	View

	 Huawei/HiSi
	The intention is not quite clear. We guess the intention is to use the legacy CSI codebook as the reference for judging whether and how much AI/ML outperforms the legacy, e.g., if the AI/ML is inferior than legacy or only slightly outperforms legacy CB, the ongoing AI/ML model can be deactivated or switched. So it is changed as in below:
In CSI compression using two-sided model use case, further study potential specification impact needed to enable robust and efficient model performance monitoring using an existing CSI feedback scheme such as Rel-16 Type II as the reference to compare whether/how much AI/ML outperforms the existing CSI feedback scheme.

	 vivo
	We are confused of what “Robust and efficient model performance monitoring” refers to?

	 OPPO
	Support

	 Fujitsu
	Agree   

	Qualcomm
	Support

	 CAICT
	Support   

	 CATT
	Other codebook based scheme should not be precluded. We suggest to change the proposal as follows:
Proposal 3-4-3:  
In CSI compression using two-sided model use case, further study potential specification impact needed to enable robust and efficient model performance monitoring using an existing CSI feedback scheme (i.e. codebook based CSI feedback) such as Rel-16 Type II as the reference.

	Lenovo 
	Do not support. Monitoring changes in CQI values is the most natural way to monitor the performance. We are OK with discuss using legacy codebooks as a secondary metric, but CQI should be agreed first 

	Samsung
	Could you clarify “robust and efficient”?  Do those qualities correspond to performance targets (e.g. an overhead target)?

	CMCC
	OK with Huawei’s version.

	 MediaTek
	Support

	AT&T
	Support. Unclear regarding the “robust and efficient”. 

	Xiaomi
	We are fine with Huawei’s version.

	Sony
	Support.

	ZTE
	We think this issue can be further discussed after initial evaluation is performed in 9.2.2.1.   



Proposal 3-4-4:  
In CSI compression using two-sided model use case, potential specification impact for input or output data-based monitoring will be further discussed after initial evaluation is performed in 9.2.2.1.   
Please provide your view below:
	Company
	View

	 Huawei/HiSi
	 Support

	 vivo
	We are supportive of the proposal. And we believe that how to evaluate a performance monitoring method should also be discussed in 9.2.2.1.

	 OPPO
	Support

	 NTT DOCOMO
	Support the proposal.   

	CAICT
	Support

	NEC
	Support

	 CATT
	Fine with the proposal.

	Lenovo
	Support

	Samsung
	Support

	CMCC
	Support.

	 MediaTek
	Support

	AT&T
	Support

	Xiaomi
	Support

	ZTE
	Support




Framework, UE capability, and other topics
Following table summarize company’s proposals related to framework. 
	Huawei
	Observation 10: For Network part model of a two-sided model for CSI compression, model management is up to Network implementation, and no strong motivation is observed to study the model registration and model ID for the Network part model.

 Proposal 2: For the study of life cycle management for CSI feedback use case, discuss use case specific procedures in 9.2.2.2, including data collection, training, inference, monitoring, and UE capability.
· FFS: [model registration]
Proposal 17: For UE part model of a two-sided model for CSI compression, study the model registration to the Network, with the purpose of model ID based activating/deactivating/selecting/ switching/updating for the UE part model.
Proposal 18: Study the potential specification impact for UE capability, including the following as a starting point: data collection, dataset delivery, training, model switching, model updating, monitoring, and CSI report timeline.


	Ericsson 
	[bookmark: _Toc118726301][bookmark: _Toc118726094]3GPP RAN1 should study the impact on 3GPP specifications for introducing AI/ML for PHY and not spend any time units on non-3GPP based solutions. 


	ZTE
	Proposal 8: In CSI compression using two-sided model use case, further study potential specification impact of the following UE capability options:
· Framework for defining and reporting UE capability for model inference.
· Whether and how LCM-related procedures are captured into UE capability.


	Google
	Proposal 1: The study of AI/ML based CSI compression should be based on the CSI framework in Rel-17.
Proposal 7: The AI/ML based CSI compression should consider the following types of UE: 
· Type 1 UE (low performance UE): CSI compression is based on general processing unit (GPU)
· Type 2 UE (high performance UE): CSI compression is based on neural processing unit (NPU)


	CATT
	Proposal 10: Study the spec impacts of AI/ML model transfer for AI/ML model training collaboration Type 1/2, with the following aspects considered:
· Full or partial model transfer;
· Periodicity/trigger;
· Latency and reliability requirement;
· Model delivery format.
Proposal 14: For AI/ML based CSI feedback, the same CSI reporting framework as that in Rel-17 for codebook based CSI feedback can be reused.


	Spreadtrum
	Proposal 2: Legacy CSI framework can be reused for the sub use case - Spatial-frequency domain CSI compression. Additional enhancement can be considered.
Proposal 3: Aperiodic CSI reporting should be considered firstly.
Proposal 4: The configuration of CSI-ResourceConfig and/or CSI-ReportConfig should be enhanced.
Proposal 9: How to define/reflect the complexity of the AI/ML operation in the specification should be considered.


	OPPO
	Proposal 19: Regarding the model deployment, 
· In Rel-18, analyze the difficulty and requirement of AI/ML model deployment, and distinguish the impact of different conditions and assumptions, including: 
· Real-time deployment and non real-time deployment
· Whole model deployment and partial model deployment (e.g. only updating model weights)
· Deployment of complex models and deployment of simple models
· Scenarios for non real-time, partial model deployment and simple model deployment can be considered as the basic deployment assumption for subsequent research in Rel-18. 
· FFS Other scenarios 


	China Telecom
	Proposal 8: A new CSI feedback signaling framework design needs to be standardized based on the legacy non-AI/ML-based CSI feedback mode, e.g., CSI-RS/CSI reporting configurations and CSI processing procedures.
Proposal 9: Further study potential specification impact related to potential co-existence and fallback mechanisms between AI/ML-based CSI feedback mode and legacy non-AI/ML-based CSI feedback mode.


	Sony
	Proposal 4: RAN1 should study whether the encoded CSI feedback is treated as a new PMI type or new CSI feedback in CSI compression using two-sided model use case.


	NVIDIA
	Proposal 12: For AI/ML based CSI feedback, study potential specification impact related to UE capability for AI/ML based beam prediction including model training, model inference and model monitoring.


	Apple
	Proposal 2: The study of AI/ML based CSI compression specification impact can use the legacy CSI feedback signaling framework as a starting point.


	LG
	Proposal #4: Consider enhancement of UE CSI processing procedure including CPU and CSI reference resource for AI/ML based CSI reporting.


	Samsung
	Proposal 2-4: Study the various types of AI/ML model training collaborations under agenda item 9.2.1: general aspects of AI/ML framework.


	MediaTek
	Proposal 12.	Discuss the potential spec impact of life cycle management for CSI compression in AI 9.2.1 General aspects of AI/ML framework



Proposal 3-5: 
The study of AI/ML based CSI compression should be based on the legacy CSI feedback signaling framework. Further study potential specification enhancement on 
· CSI-RS configurations
· CSI reporting configurations 
· CSI processing procedures.   
· Other aspects are not precluded. 

Please provide your view below:
	Company
	View

	 vivo
	We are supportive of the proposal.

	OPPO
	In R18, we think the enhancements on CSI-RS configurations is out of scope 

	NTT DOCOMO
	Support the proposal. 

	Fujitsu
	Agree

	Qualcomm
	What aspects are being referred to by the term “legacy CSI feedback signaling framework”? Some clarification would help.

	CAICT
	Support

	NEC
	Support

	CATT
	Support

	LG
	Support   

	Lenovo
	We prefer removing “CSI-RS configurations”. Enhancements on reference signals would massively increase the scope of the study. For a fair comparison, the CSI-RS configurations agreed for Rel-18 MIMO CB should be reused (almost complete, will be finalized in RAN1#111), otherwise it would be difficult to analyze whether the gains over potential Rel-18 baseline stem from AI-based CSI prediction or from CSI-RS configuration enhancement

	Samsung
	Support

	CMCC
	Support.

	MediaTek
	Support

	AT&T
	Support

	Xiaomi
	We think legacy CSI-RS configuration can satisfy the requirement of AI/ML based CSI feedback. Therefore, we suggest the legacy CSI-RS configuration, CSI reporting and CSI processing procedure should be regarded as a starting point, and a note can be given to state this perspective.  

	Sony
	Support.

	ZTE
	Support



Potential specification impact for CSI prediction using one sided model  
The following table summarizes proposals on potential specification impact on CSI prediction.   

	vivo
	Proposal 15: UE side prediction is considered as the starting point for AI-based CSI prediction.
Proposal 16: The model finetuning procedure should be studied as the typical issue of LCM in AI-based CSI prediction.


	Spreadtrum
	Proposal 10: For CSI predication, the potential specification impact includes UE capability signaling, and assisted signaling, such as UE request to activate/deactivate/update AI/ML model, NW configure to activate/deactivate/update AI/ML model, measurement resources and reporting window.


	TCL communication
	Proposal 4: The standard impacts are needed to be studied for the time-frequency CSI feedback model and CSI prediction model.


	NEC
	[bookmark: _Hlk101800229]Proposal 6: Support the location/CQI report timing set mapping table based on AI/ML.
Proposal 7: Support the location/CQI periodicity mapping table based on AI/ML.


	Lenovo
	Proposal 16	CSI feedback for AI-based CSI prediction should follow the same format as legacy CSI feedback in  terms of the spatial domain and frequency domain transformations
Proposal 17	For observation window and prediction window in AI-based CSI prediction, reuse the definitions agreed in Rel-18 MIMO CSI enhancements for high speed
Proposal 18	Three intermediate KPI values are considered for CSI prediction sub-use case: (i) at the first slot of the prediction window, (ii) at the median slot of the prediction window, and (iii) at the last slot of the prediction window

	Apple
	Proposal 17: For CSI prediction use case, potential specification impact including UE capability signaling, UE request and NW activation/de-activation signaling.    



	MediaTek
	Proposal 13.	Discuss the potential spec impact for CSI prediction.

	AT&T
	Proposal 5: Study the potential specification impact of both UE-side and network-side CSI prediction.

Proposal 6: For the UE sided CSI prediction, the following specification impacts need to be studied,
· Reporting model capability of CSI prediction (processing time, max future predicted time step, etc)
· Potential specification for life-cycle management procedure, e.g., model selection, model configuration, model activation/de-activation, model switching across various configurations/scenarios.
· gNB and UE’s alignment on prediction related time domain configuration information
· CSI reporting (e.g., Batch CSI report for current and past CSI) and CSI-RS configurations
· NW-based AI model performance monitoring and UE-based AI model performance monitoring 
· Performance monitoring KPIs, e.g. Intermediate KPI and eventual KPI
· Co-existence and fall-back mechanisms between AI/ML mode and legacy non-AI/ML mode. 

Proposal 7: For the gNB sided CSI prediction the following specification impacts need to be studied,
· Reporting of additional information such as Doppler to be used as input to the CSI prediction model.
· gNB and UE’s alignment on prediction related time domain configuration information
· CSI reporting (e.g., Batch CSI report for current and past CSI) and CSI-RS configurations
· NW-based AI model performance monitoring and UE-based AI model performance monitoring 
· Performance monitoring KPIs, e.g. Intermediate KPI and eventual KPI
· Assisted information and performance report
Co-existence and fall-back mechanisms between AI/ML mode and legacy non-AI/ML mode



Proposals will be drafted after discussion on section 2 is concluded. 

Proposals for Nov 14 GTW 

Proposal 2-1: 
Option 1: Time domain CSI prediction using one sided model is selected as a representative sub-use case for CSI enhancement.   
Option 2: Time domain CSI prediction using UE sided model is selected as a representative sub-use case for CSI enhancement.   
Option 3: Time domain CSI prediction using one sided model is NOT selected as a representative sub-use case for CSI enhancement.   

Proposal 3-1-2: 
In CSI compression using two-sided model use case, training collaboration type 2 over the air interface for model training and [model update] is deprioritized in R18 SI. 

Proposal 3-3-1: 
In CSI compression using two-sided model use case, nominal input CSI is the input assumed for the CSI generation model by the NW-side during the NW-side training process.  Nominal input CSI can reuse the same type as output CSI. 
· Note: The actual input of the UE-side CSI generation model is up to UE implementation

Proposals for Nov 16 GTW 

Proposal 2-1(v1): 
Option 1: Time domain CSI prediction using UE sided model is selected as a representative sub-use case for CSI enhancement.   
Note: No discussion on potential specification impact which would duplicate the work in Rel-18 MIMO WI.
Option 2: Time domain CSI prediction using UE sided model is selected as a representative sub-use case for CSI enhancement.   
Note: Continue evaluation discussion in 9.2.2.1. Defer potential specification impact discussion at 9.2.2.2 until the end of R18 SI. 
Note: LCM related potential specification impact follow the high level principle of other one-sided model sub-cases.  

Proposal 3-1-2(v1): 
In CSI compression using two-sided model use case, training collaboration type 2 over the air interface for model training and [model update] is deprioritized in R18 SI. 

Proposal 3-3-1 (v1): 
In CSI compression using two-sided model use case, nominal input CSI is the input assumed for the CSI generation model by the NW-side during the NW-side training LCM process.  Nominal input CSI can reuse the same type as output CSI/target CSI. 
· Note: The actual input of the UE-side CSI generation model is up to UE implementation

Proposal 3-3-2 (v1)
In CSI compression using two-sided model use case, further study potential specification impact of the following output CSI/nominal options: 
· Option 1: Precoding matrix
· 1a: The precoding matrix in antenna-frequency domain is a group of eigenvectors
· 1b: The precoding matrix is an eType II-like PMI. (i.e., eigen precoding vectors with in angular-delay domain)
· Option 2: Raw Channel matrix (i.e., full Tx * Rx MIMO channel)
· 2a: raw channel is in frequency domain
· 2b: raw channel is in time delay domain 
· 2c: raw channel is in transformed delay/freq domain 
· Note: Option 1 is prioritized in R18 SI. Further down-selections are not precluded

Proposal 3-3-3(v1):   
In CSI compression using two-sided model use case, further study the following options for CQI determination in CSI report, if CQI in CSI report is configured.    
· Case 1: CQI is calculated based on the output CSI from the realistic channel estimation, including
· CQI is calculated based on CSI reconstruction output, if CSI reconstruction model is available at the UE and UE can perform reconstruction model inference 
· Case 2: CQI is NOT calculated based on the output CSI from the realistic channel estimation, including
· CQI is calculated based on target CSI with realistic channel measurement  
· CQI is calculated based on target CSI with realistic channel measurement and potential adjustment 
· Potential CQI compensation based on some assistance of network indication if configured 
· Potential CQI compensation based on monitored performance  
· CQI is calculated based on traditional codebook
· CQI is calculated using two stage approach, UE derive CQI using precoded CSI-RS transmitted with a reconstructed precoder.   
· Other options are not precluded
· Note1: feasibility of different options should be evaluated 
· Note2: Gap analyses between the UE side CQI calculation results and the NW side results, as well as the impact on the scheduling performance should be evaluated
· Note3: Complexity of CQI calculation needs to be evaluated

Appendix: Previous meeting agreements
[bookmark: _Toc104974217]RAN1 #109e
Agreement 
Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. 
· Note: Study of other sub use cases is not precluded.
· Note: All pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case. 

Conclusion
· Further discuss temporal-spatial-frequency domain CSI compression using two-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss improving the CSI accuracy based on traditional codebook design using one-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion.
· Further discuss CSI prediction using one-sided model as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss CSI-RS configuration and overhead reduction as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss resource allocation and scheduling as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion
· Further discuss joint CSI prediction and compression as a possible sub-use case for CSI feedback enhancement after evaluation methodology discussion. 

[bookmark: _Toc104974218]RAN1 110
Agreement
In CSI compression using two-sided model use case, the following AI/ML model training collaborations will be further studied:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, repectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes).
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW
· Other collaboration types are not excluded. 

Conclusion
CSI-RS configuration and overhead reduction is NOT selected as one representative sub-use case for CSI feedback enhancement use case.

Conclusion
Resource allocation and scheduling is NOT selected as one representative sub-use case for CSI feedback enhancement use case.

Agreement
In CSI compression using two-sided model use case, further study potential specification impact on CSI report, including at least
· CSI generation model output and/or CSI reconstruction model input, including configuration(size/format) and/or potential post/pre-processing of CSI generation model output/CSI reconstruction model input. 
· CQI determination
· RI determination

Agreement
In CSI compression using two-sided model use case, further study potential specification impact on output CSI, including at least
· Model output type/dimension/configuration and potential post processing 

Agreement
In CSI compression using two-sided model use case, further discuss at least the following aspects, including their necessity/feasibility/potential specification impact,  for data collection for AI/ML model training/inference/update/monitoring:  
· Assistance signaling for UE’s data collection  
· Assistance signaling for gNB’s data collection  
· Delivery of the datasets.  


RAN1 #110bis-e
Conclusion 
Joint CSI prediction and CSI compression is NOT selected as one representative sub-use case for CSI feedback enhancement use case.
Conclusion
CSI accuracy enhancement based on traditional codebook design is NOT selected as one representative sub-use case for CSI feedback enhancement use case.
Conclusion
Temporal-spatial-frequency domain CSI compression using two-sided model is NOT selected as one representative sub-use case for CSI enhancement use case. 
• 	Up to each company to report whether past CSI is used as model input for spatial-frequency domain CSI compression

Agreement
In CSI compression using two-sided model use case, study potential specification impact for performance monitoring including: 
· NW-side performance monitoring:  NW monitors the performance and make decisions of model activation/ deactivation/updating/switching    
· UE-side performance monitoring: UE monitors the performance and reports to Network, NW makes decisions of model activation/ deactivation/updating/switching    

Agreement
In CSI compression using two-sided model use case, further study potential specification impact related to assistance signaling and procedure for model performance monitoring. 

Agreement
In CSI compression using two-sided model use case, further study potential specification impact related to potential co-existence and fallback mechanisms between AI/ML-based CSI feedback mode and legacy non-AI/ML-based CSI feedback mode.

Agreement
In CSI compression using two-sided model use case, further study at least the following options for performance monitoring metrics/methods:
· Intermediate KPIs as monitoring metrics (e.g., SGCS)
· Eventual KPIs (e.g., Throughput, hypothetical BLER, BLER, NACK/ACK).
· Legacy CSI based monitoring: schemes using additional legacy CSI reporting
· Other monitoring solutions, at least including the following option:
· Input or Output data based monitoring: such as data drift between training dataset and observed dataset and out-of-distribution detection

Agreement
In CSI compression using two-sided model use case, further study at least use cases of the following potential specification impact on quantization method alignment between CSI generation part at UE and CSI reconstruction part at gNB: 
· Alignment of the quantization/dequantization method and the feedback message size between Network and UE

Reference 
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