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1 Introduction
Precise positioning is a crucial application for  5G and beyond. At RAN#94e a new Study Item "Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface" was approved. Targeting on the delivery of a new TR by RAN#102 when R18 freezes, this new SI studies the 3GPP framework for AI/ML for air interface, evaluates the performance of air interface AI/ML models and assesses potential specification impact considering targeted use cases. As one of the three initial use cases, "Positioning accuracy enhancements for different scenarios" focuses on the improvement of positioning accuracy utilizing AI/ML approaches especially under heavy NLOS conditions when conventional positioning methods may lose their advantages.
Description of the objective for the new Study Item regarding AI/ML based positioning includes the following:
Study the 3GPP framework for AI/ML for air-interface corresponding to each target use case regarding aspects such as performance, complexity, and potential specification impact.	Use cases to focus on: 	Initial set of use cases includes: 	Positioning accuracy enhancements for different scenarios including, e.g., those with heavy NLOS conditions [RAN1] 


1.1 Overview of RAN1 110 agreements
In RAN1#110 [2], some aspects of the framework for positioning were agreed as noted below:
Agreement	For characterization and performance evaluations of AI/ML based positioning accuracy enhancement, the following two AI/ML based positioning methods are selected.	Direct AI/ML positioning	AI/ML assisted positioning	Note 1: the selection does not intend to provide any indication of the prospects of any future normative project.	Note 2: further discussion (including selection of other sub use cases and/or down selection of selected sub use cases) are not precluded based on performance evaluation and potential specification impact study results		Conclusion	Defer the discussion of prioritization of AI/ML positioning based on collaboration level until more progress on collaboration level discussion in agenda 9.2.1.	Agreement	Regarding data collection for AI/ML model training, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement	Ground truth label determination (e.g., based on UE/PRU/TRP measurement/report) 	Partial and/or noisy ground truth label 	Signaling for data collection	Other aspects are not precluded		Agreement	Regarding AI/ML model monitoring and update, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement	AI/ML model monitoring performance metrics 	Condition of AI/ML model update 	Reference signals and measurement feedback/report 	Other aspects are not precluded		Agreement	Study aspects in terms of potential benefit(s) and requirement(s)/specification impact(s) of AI/ML model training and inference in AI/ML for positioning accuracy enhancement considering at least	UE-side or Network-side training	UE-side or Network-side inference	Note: model inference at both UE and network side is not precluded where proponent(s) are encouraged to clarify their AI/ML approaches	Note: companies are encouraged to clarify aspects of their proposed AI/ML approaches for positioning when AI/ML model training and inference are not performed at the same entity 	Conclusion	To use the following terminology defined in TS 38.305 when describe their proposed positioning methods	UE-based	UE-assisted/LMF-based	NG-RAN node assisted	Note: companies are required to clarify their positioning method(s) when their approaches do not fall in one of the above.


1.2 Overview of RAN1 110bis-e agreements
In RAN1#110bis-e [3], aspects regarding positioning framework were agreed as noted below:
Conclusion	Defer the discussion of prioritization of online/offline training for AI/ML based positioning until more progress on online vs. offline training discussion in agenda 9.2.1.		Agreement	Study and provide inputs on benefit(s) and potential specification impact at least for the following cases of AI/ML based positioning accuracy enhancement	Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning	Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning	Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning	Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning		Agreement	Regarding AI/ML model indication[/configuration], to study and provide inputs on potential specification impact at least for the following aspects on conditions/criteria of AI/ML model for AI/ML based positioning accuracy enhancement	Validity conditions, e.g., applicable area/[zone/]scenario/environment and time interval, etc.	Model capability, e.g., positioning accuracy quality and model inference latency	Conditions and requirements, e.g., required assistance signalling and/or reference signals configurations, dataset information	Note: other aspects are not precluded		Agreement	Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on potential specification impact for the following aspects	Assistance signaling and procedure at least for UE-side model	Report/feedback and procedure at least for Network-side model	Note1: study is applicable to both of the following cases	Model inference and model monitoring at the same entity	Entity to perform the model monitoring is not the same entity for model inference	Note2: other aspects are not precluded		Agreement	Regarding data collection for AI/ML model training for AI/ML based positioning, at least for each of the agreed cases (Case 1 to Case 3b)	Study whether (and if so how) an entity can be used to obtain ground truth label and/or other training data	Companies are requested to report their assumption of the entity (or entities) used to obtain ground truth label and/or other training data for each case (Case 1 to Case 3b)	Companies are requested to report their assumption of applicable ground truth label (e.g., location or other information) and/or other training data (e.g., measurement) for each case (Case 1 to Case 3b)	Feasibility study on the entity to obtain ground truth label and/or other training data takes into account at least 	availability of the entity to obtain label and/or other training data	Note: further discussion and decision of the entity (or entities) used to obtain ground truth label and/or other training data for each case (Case 1 to Case 3b) is not precluded based on companies’ input	Study potential signalling and procedure to enable data collection	Potential specification impact on the details of request/report of label and/or other training data, and to enable delivering the collected label and/or other training data to the training entity when the training entity is not the same entity to obtain label and/or other training data 	Potential specification impact on assistance signaling indicating reference signal configuration(s) to derive label and/or other training data


In this contribution, we present our views on aspects of AI/ML positioning approaches and potential specification impact for AI/ML-based positioning accuracy enhancement.
2 Discussion
2.1 AI/ML approaches for different positioning methods
	Agreement
Study and provide inputs on benefit(s) and potential specification impact at least for the following cases of AI/ML based positioning accuracy enhancement
· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Clarify Level x/y boundary as:
· Level x is implementation-based AI/ML operation without any dedicated AI/ML-specific enhancement (e.g., LCM related signalling, RS) collaboration between network and UE.
(Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration. The AI/ML approaches can be used as baseline for performance evaluation for future releases.)




In this section, we analyze and summarize the potential specification impact for each case.

Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
For direct AI/ML positioning of Case 1, the UE-side model performs inference and directly outputs UE’s location information, then this location information may be reported from UE to LMF server using existing LPP protocol. Input for the model can be channel observation e.g. Channel Impulse Responses (CIR) based on DL PRS measurement by UE. The aforementioned CIR usually has undergone a pre-processing procedure such as CIR truncation, normalization. Example could be the UE-based fingerprinting positioning approach.
For AI/ML assisted positioning of Case 1, the UE-side model performs inference and intermediate measurement results are derived as output. These intermediate measurements results usually contain (or can be processed to derive) information that already defined in current specification such that they can be used by NR traditional positioning methods to locate the UE. In Case 1, UE position is calculated at UE side. The model input can be the CIR or Channel Energy Response (CER) from DL PRS, and model output could be hard or soft LoS classification, DL RSTD, probability distribution of DL TDOA, ToA or other information which can be processed to have a mapping relationship to existing measurements. Example could be UE-based DL TODA positioning approach with UE-side model.
In our understanding, there seems no specification impact regarding inference stage. As for model LCM, the specification impact should be considered if it’s deployed at NW side (e.g. LMF) in which LCM related signaling would be transmitted via air interface such as model selection, model switching etc. LCM can be flexibly configured based on requirements of each task, e.g., model transfer could be time consuming, thus can be scheduled at non-mission-critical duration, or handled before a positioning task begins. 
Observation 1: No specification impact observed for Case 1 if inference procedure is considered only. However impact of model LCM from NW side over air interface should be considered.
Proposal 1: Specification impact of model LCM signaling from NW side over air interface such as model indication, monitoring and activation/ deactivation for Case 1 needs further study.

Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
For Case 2a, the UE-side model performs inference and intermediate measurement results are derived as output. Compared with AI/ML assisted positioning of Case 1, UE position is finally calculated at LMF side in Case 2a， meaning that the intermediate measurement results need to be transmitted to LMF via air interface. In this case, model input can be channel observation e.g. CIR , Power Delay Profile (PDP) or Channel Energy Response (CER) from DL PRS, and model output could be hard or soft LoS classification, DL RSTD, probability distribution of DL TDOA, ToA or other information which can be processed and related to existing measurements. Example could be LMF-based DL TODA positioning approach with UE-side model. However, whether all the intermediate measurement results can be transmitted via air interface using existing LPP protocol needs to be discussed.
Same as Case 1, if model LCM is deployed at NW side, LCM related signaling over air interface becomes inevitable and therefore has potential impact on specification.
Observation 2: In Case 2a, intermediate measurement results may need to be processed and transmitted to LMF via air interface. Model LCM from NW side could have potential specification impact over air interface.
Proposal 2: In Case 2a, whether the required intermediate measurement results can be transmitted via air interface using existing LPP protocol should be discussed. Study specification impact for model LCM from NW side as well.

Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
For Case 2b, one example could be, CIRs of DL PRS are collected by UE, then transmitted to the LMF-side model to directly output UE position. Example could be the fingerprinting positioning approach with LMF-side model. In this situation, how to transmit the CIR information via NR air interface needs further discussion.
Assuming that most positioning tasks are time stringent which require fast position processing within certain amount of time, existing measurement results signaling generally is designed and transferred with relatively small-size packet for overhead and performance consideration. However, when CIR needs to be transferred over air interface to LMF for positioning calculation, it may introduce lager air interface overhead, thus its efficient transmission, real-time performance may need further evaluation comparing with traditional approaches. 
Another example could be, UE generates intermediate results such as DL RSTD measurements for multiple paths and/or LoS/NLoS indications of the PRS signals from multiple NR TRPs, then reports them to LMF server in which the LMF-side model utilizes these reports along with other information to directly output an accurate UE position. 
As for model LCM, there may be no specific impact over air interface since both model and its LCM can be deployed at NW side.
Observation 3: For Case 2b, if CIR is transferred over air interface, it may generate large overhead and its real-time performance may need further evaluation comparing with traditional approaches. Intermediate measurement results may also need to be processed and transmitted to LMF via air interface. Model LCM from NW side may have no specification impact.
Proposal 3: For Case 2b, if CIR needs to be transmitted via NR air interface, the efficient transmission of CIR should be studied. The specification impact over air interface for CIR and intermediate measurement results need further discussion.

Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
For Case 3a, gNBs can collect SRS signal transmissions from UE. Using the channel observation of UL SRS e.g. CIR, CER, PDP as model input, and the gNB-side model output could be hard or soft LoS classification, ToA estamate. This generation process of intermediate measurement results is similar to Case 2a. After that, intermediate measurement results from one of multiple TRPs are forwarded to LMF server to calculate the UE location using existing positioning methods. Whether the existing NRPPa protocol needs enhancement to support the intermediate measurements results can be further discussed.
In terms of model LCM, there is no specification impact if LCM is deployed at gNB-side where the model is located. However, if model LCM is deployed at a central node (e.g. LMF), the specification impact of LCM related signaling between gNB and central node should be considered. This potential impact regarding protocols such as NRPPa should also be studied, although air interface may not be involved.
Observation 4: Intermediate measurement results transmission from gNB-side to central node (e.g LMF) and model LCM related signaling between central node and gNB can potentially impact the specification such as NRPPa while air interface may not be involved.
Proposal 4: For Case 3a, although air interface may not be involved regarding specification impact, further discussion is needed whether existing NRPPa protocol should be enhanced to support the required intermediate measurements results. Model LCM related signaling between gNB and central node (e.g. LMF) should be studied.

Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
Case 3b is similar to Case 2b except that it’s the gNBs to collect data which is transmitted to LMF server to perform inference and derive UE position. While output of LMF-side model is position, based on the types of model input, follow aspects may need further consideration:
· If model input is CIR related, then the efficient transmission of CIR to LMF using NRPPa should be evaluated. 
· If model input involves intermediate measurements results collected by gNBs, whether the existing NRPPa protocol needs enhancement to support the required intermediate measurements results should be evaluated.
Observation 5: In Case 3b, CIR or intermediate measurements results transmission may be needed from gNB to central node (e.g. LMF), their potential impact may be not air interface related, however their specification impact over protocols e.g. NRPPa should be studied same as Case 3a. Regarding model LCM, there should be no specification impact since the model and its LCM are both deployed within LMF server.
Proposal 5: For Case 3b, although air interface may not be involved regarding specification impact, the efficient transmission of CIR, as well as further enhancement to support the required intermediate measurements results from gNB to LMF using NRPPa should be studied. Model LCM from NW side should be implementation related and may have no specification impact. 

Table 1 lists out our analysis on potential specification impact for the five cases considering different collaboration levels as well as their benefits. The major potential spec impact regarding air interface AI/ML positioning are:
· CIR as model input
· Intermediate measurement results enhancement
· LCM for AI models
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Table 1 Spec impact and benefits analysis regarding collaboration level for the five cases
	Case
	Sub case 
regarding collaboration level
	Specification impact
	Pros
	Cons

	Case 1
UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
	Level x: No collaboration
- No NW side LCM
	· No impact for Level x
	· No signaling overhead
· Save NW side computation resource
	· NW can’t manage UE model

	
	Level y: Signaling-based collaboration
- LCM signaling only
	· LCM signaling over air interface
	· NW can partially manage LCM of UE side mode
	· More air interface overhead compare to Case1 Level x

	
	Level z: Level y + model transfer
- LCM signaling and model transfer
	· LCM signaling over air interface with model transfer
	· NW can fully manage LCM of UE side mode and perform operation regarding model transfer, e.g new model downloading
	· Large air interface overhead when transferring model

	Case 2a
UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
	Level y: enhanced LPP for intermediate results and LCM signaling from NW
	· Intermediate measurement results may be transmitted via air interface using existing/enhanced LPP, e.g. probability distribution of TDOA
· LCM from NW side for Level y/z
	· Save NW side AI computation resource than Case 2b as model is at UE side
· No need to transfer CIR over air interface thus less overhead compared with Case 2b
	· Larger air interface overhead compared with Case 1
· NW can only partially manage LCM of UE side mode without model transfer

	
	Level z: Level y + LCM model transferring
	
	· Same as above Level y
· NW can fully manage LCM of UE side mode
	· Larger air interface overhead when transferring model

	Case 2b
UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
	Level y: enhanced LPP for intermediate results or CIR
	· CIR may need to be transmitted via NR air interface
· Intermediate measurement results may be transmitted via air interface using existing/enhanced LPP
· LCM could be local at NW side, thus no impact
	· When intermediate measurement results is only used over air interface (CIR is not used), small air interface overhead can be achieved while supporting NW LCM
· No need of air interface LCM signaling from NW
	· Uses network side AI computation resource
· Large air interface transmission overhead if CIR is used

	Case 3a
NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
	No level since Case 3a is between gNB and LMF, which is within the NW
- Enhanced NRPPa for intermediate results and LCM signaling between gNB and LMF are considered here.
	· Existing NRPPa protocol may need enhancement to support the required intermediate measurements results from gNB, e.g. soft ToA estimation
· LCM from LMF side
	· No overhead on air interface
· CIR transmission is not needed compared with Case 3b
· Save LMF side AI computation resource
	· May need LCM signaling between LMF and gNB
· gNB needs to support AI computation

	Case 3b
NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
	No level since Case 3b is between gNB and LMF, which is within the NW
- Enhanced NRPPa for intermediate results and CIR between gNB and LMF are considered here.
	· Transmission of CIR to LMF
· Existing NRPPa protocol may need enhancement to support the required intermediate measurements results from gNB, e.g. a time estimation with confidence score
· LCM could be local at NW side, thus no impact
	· No overhead on air interface
· No overhead of LCM signaling between gNB and LMF
	· Large transmission overhead between gNB and LMF if CIR is used
· Use network side AI computation resource




2.2 Model indication
	Agreement
Regarding AI/ML model indication[/configuration], to study and provide inputs on potential specification impact at least for the following aspects on conditions/criteria of AI/ML model for AI/ML based positioning accuracy enhancement
· Validity conditions, e.g., applicable area/[zone/]scenario/environment and time interval, etc.
· Model capability, e.g., positioning accuracy quality and model inference latency
· Conditions and requirements, e.g., required assistance signalling and/or reference signals configurations, dataset information
· Note: other aspects are not precluded




If the network needs to transfer one/multiple AI/ML positioning models to a UE such that one of these models can be deployed at UE side, then UE should firstly report its capability to network before the model transfer procedure, in such manner network can validate in advance whether this UE is capable of AI/ML related processing, or supports specific AI/ML positioning models.
Observation 6: UE should report UE capability in advance if a AI/ML model needs to be transferred from network and deployed at UE. 
We note that in certain scenarios, UE may be required to participate in model training which has higher hardware requirements than inferencing e.g. support of batch processing or large memories to store massive temporary variables during model training process. In our understanding, the support of model inference doesn’t mean UE is able to function proper model training in terms of the time consumption, training accuracy or other training metrics. Thus how UE reports its AI/ML capability considering both model training and inferencing aspects should be discussed. 
Furthermore, if training is needed at UE side (e.g in Case 1, Case 2a), related training requirements (e.g. minimal training requirements) should be indicated via model information.
Proposal 6: Discuss whether/how to indicate AI/ML capability of UE considering both training and inferencing aspects.
Proposal 7: If training is needed at UE side, training related system requirements (e.g. minimal training requirements) should be indicated via model information.
Following the same logic, it is also necessary for NG-RAN nodes to report their capability to indicate the support of AI/ML functionality considering the fact that most of the current NG-RAN nodes or even in the near future may not be equipped with AI/ML capability e.g. model training. Although there may be no specification impact on air interface, RAN1 as leading WG for this SI may need to note this NG-RAN-side impact. 
Proposal 8: Discuss whether/how to indicate NG-RAN node AI/ML capability. 
Proposal 9: If training is needed at gNB side, training related system requirements should be indicated via model information.

2.3 Model activation/deactivation, switching
AI/ML positioning method is capable of achieving higher accuracy than traditional approach e.g. under heavy NLOS condition. However, using AI/ML model to perform positioning calculation is not always viable or necessary. Under some circumstances, traditional positioning methods are sufficient to derive the UE position. In addition, regarding supervised learning, AI/ML model may not perform well in areas where training data is insufficiently collected etc. Thirdly, a single AI/ML model may not work well for all scenarios based on observation from companies’ evaluation results. Thus, there may be switching requirements between AI/ML and Non-AI/ML methods, or between two AI/ML methods which inevitably involve model activation/deactivation, switching etc. 
	Agreement
For model selection, activation, deactivation, switching, and fallback at least for UE sided models and two-sided models, study the following mechanisms:
· Decision by the network 
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
· UE-autonomous, UE’s decision is reported to the network
· UE-autonomous, UE’s decision is not reported to the network
FFS: for network sided models
FFS: other mechanisms



In this section, we discuss Pros and Cons of different mechanisms mentioned above. In Table 2, we illustrates advantages and disadvantages of five agreed mechanisms with respect to model switching.
Table 2 Pros and cons analysis for different mechanisms of model switching
	Mode
	Mechanisms
	Pros
	Cons

	A
	Decision by the network
· Network-initiated

	· NW can perform NW level operation, maintainence and optimization as NW has more information of the environment.
· Fine-grained interaction-- enable most flexible, “real-time” control over UE positioning from network side compared with others.
	· Overhead of signaling can’t be neglected (if model switching decision is made by NW, usually more signaling is needed to acquire UE information before switching, or more actions e.g. model deactivation).
· Overhead of computing whether to switch models can’t be neglected. NW may also need to know what models the target UE has, etc.

	B
	Decision by the network
· UE-initiated, requested to the network
	· This may save computation resources of NW, e.g. NW may send environment info to UE, then UE processes and makes model switching request to NW. Thus, NW side computation workload of whether to switch models may be reduced compared to Mode A (NW can simply allow UE to switch).
	· Overhead of signaling can’t be neglected.
· It’s “a round trip” VS “single trip” before UE takes an action compared to Mode A
· UE may decide whether it needs NW side switching control, then works in modes “Decision by the UE”, e.g. UE doesn’t send switching request.

	C
	Decision by the UE
· Event-triggered as configured by the network, UE’s decision is reported to network
	· UE is pre-configured thus less overhead of signaling than Mode A&B when UE performs model switching.
· NW may configure UE behavior based on UE’s reports over a period of time.
	· Coarse-grained interaction --less flexible and “real-time” control over UE from NW than Mode A&B, NW can only configure UE behavior based on UE’s reports over a period of time.

	D
	Decision by the UE
· UE-autonomous, UE’s decision is reported to the network
	· Less signaling overhead than Mode A&B.
	· May be difficult for a UE to make use of status/information from NW side to optimize UE’s model switching decision. 
· UE-autonomous without NW side intervention is highly undesirable under certain scenarios e.g. factories where UEs’ behavior should be consistent, predicable and controllable.

	E
	Decision by the UE
· UE-autonomous, UE’s decision is not reported to the network
	· No overhead of signaling.
	· Same as Mode D above.
· NW may be unaware of any UE positioning performance or status without UE reports, which is undesirable in scenarios such as factory manufacturing, hospitals, power grids.



By comparison, we can see that each scenario or network deployment may have a suitable mechanism. In addition, the pros/cons for model switching may not apply to other model control actions, e.g. for model deactivation of Mode A “Network-initiated” Decision by network, NW can deactivate a UE side model without the need to know what models the UE can support while it’s necessary for model switching, and this need of knowing “supported models by UE” increases the signaling or computation overhead at NW side as listed in Cons for Mode A model switching.
Observation 7: The pros/cons for model switching may not apply to other model control actions, e.g. for model deactivation.
We also note that when UEs are autonomous (e.g. Mode D&E), their behavior pattern may gradually become diverse, thus lose action consistency and become unpredictable and uncontrollable without the network side intervention. This is highly undesirable especially for indoor factory scenarios which is chosen for positioning performance evaluation of this SI. Therefore, we suggest deprioritize the study of UE-autonomous mechanism.
Observation 8: The behavior of autonomous UEs may gradually become diverse, lack action consistency thus become unpredictable without network side intervention, which is highly undesirable for indoor factory scenarios that is chosen for positioning performance evaluation of this SI. 
Proposal 10: Deprioritize the study of UE-autonomous mechanism.
2.4 Model monitoring and update
	Agreement
Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on potential specification impact for the following aspects
· Assistance signaling and procedure at least for UE-side model
· Report/feedback and procedure at least for Network-side model
Note1: study is applicable to both of the following cases
· Model inference and model monitoring at the same entity
· Entity to perform the model monitoring is not the same entity for model inference
Note2: other aspects are not precluded



In Section 2.1, we discussed two examples for Case 2b (UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning) where model is deployed at NW side.
Example 1: CIRs of DL PRS are collected by UE, then transmitted to the LMF-side model to directly output UE position e.g. fingerprinting positioning approach with LMF-side model. In this situation, CIR information may need to be transmitted via NR air interface, as well as other assistance information from UE side to support NW side model monitoring.
Example 2: UE generates intermediate results such as DL RSTD measurements for multiple paths and/or LoS/NLoS indications of the PRS signals from multiple NR TRPs, then reports them to LMF server in which the LMF-side model utilizes these reports along with other information to directly output an accurate UE position. These reports or other information may also be used for NW side model monitoring.
Regarding model monitoring, for both examples above, assistance information/report such as SNR, synchronization error, or ambient environment sensor data from UE side can be transferred to the NW to help improve quality of model monitoring by providing extra information.
Proposal 11: For network-side model, use assistance information/report such as SNR, synchronization error, or ambient environment sensor data from UE side to help improve quality of model monitoring for positioning.

2.5 Data collection for model training 
When using PRU for data collection in direct AI/ML positioning, generally the ground true labels that PRU collects for training can be considered reliable and accurate. However, it is highly expected to make use of the data from existing network infrastructure (e.g. NG-RAN nodes) and widely deployed regular UEs over various types of hardware, configurations and scenarios. With this data, there are great potentials enhancing the positioning performance in a complex and dynamic changing environment. Therefore, how to enable/disable the data collection, as well as how to transfer the collected data at both NG-RAN node and UE should be discussed.
Proposal 12: Study the procedure and potential specification impact of enabling/disabling training data collection as well as the transfer of collected data at NG-RAN node or UE.
3 Conclusions 
Observation 1: No specification impact observed for Case 1 if inference procedure is considered only. However impact  of model LCM from NW side over air interface should be considered.
Observation 2: In Case 2a, intermediate measurement results may need to be processed and transmitted to LMF via air interface. Model LCM from NW side could have potential specification impact over air interface.
Observation 3: For Case 2b, if CIR is transferred over air interface, it may generate large overhead and its real-time performance may need further evaluation comparing with traditional approaches. Intermediate measurement results may also need to be processed and transmitted to LMF via air interface. Model LCM from NW side may have no specification impact.
Observation 4: Intermediate measurement results transmission from gNB-side to central node (e.g LMF) and model LCM related signaling between central node and gNB can potentially impact the specification such as NRPPa while air interface may not be involved.
Observation 5: In Case 3b, CIR or intermediate measurements results transmission may be needed from gNB to central node (e.g. LMF), their potential impact may be not air interface related, however their specification impact over protocols e.g. NRPPa should be studied same as Case 3a. Regarding model LCM, there should be no specification impact since the model and its LCM are both deployed within LMF server.
Observation 6: UE should report UE capability in advance if a AI/ML model needs to be transferred from network and deployed at UE. 
Observation 7: The pros/cons for model switching may not apply to other model control actions, e.g. for model deactivation.
Observation 8: The behavior of autonomous UEs may gradually become diverse, lack action consistency thus become unpredictable without network side intervention, which is highly undesirable for indoor factory scenarios that is chosen for positioning performance evaluation of this SI. 


Proposal 1: Specification impact of model LCM signaling from NW side over air interface such as model indication, monitoring and activation/ deactivation for Case 1 needs further study.
Proposal 2: In Case 2a, whether the required intermediate measurement results can be transmitted via air interface using existing LPP protocol should be discussed. Study specification impact for model LCM from NW side as well.
Proposal 3: For Case 2b, if CIR needs to be transmitted via NR air interface, the efficient transmission of CIR should be studied. The specification impact over air interface for CIR and intermediate measurement results need further discussion.
Proposal 4: For Case 3a, although air interface may not be involved regarding specification impact, further discussion is needed whether existing NRPPa protocol should be enhanced to support the required intermediate measurements results. Model LCM related signaling between gNB and central node (e.g. LMF) should be studied.
Proposal 5: For Case 3b, although air interface may not be involved regarding specification impact, the efficient transmission of CIR, as well as further enhancement to support the required intermediate measurements results from gNB to LMF using NRPPa should be studied. Model LCM from NW side should be implementation related and may have no specification impact. 
Proposal 6: Discuss whether/how to indicate AI/ML capability of UE considering both training and inferencing aspects.
Proposal 7: If training is needed at UE side, training related system requirements (e.g. minimal training requirements) should be indicated via model information.
Proposal 8: Discuss whether/how to indicate NG-RAN node AI/ML capability. 
Proposal 9: If training is needed at gNB side, training related system requirements should be indicated via model information.
Proposal 10: Deprioritize the study of UE-autonomous mechanism.
Proposal 11: For network-side model, use assistance information/report such as SNR, synchronization error, or ambient environment sensor data from UE side to help improve quality of model monitoring for positioning.
Proposal 12: Study the procedure and potential specification impact of enabling/disabling training data collection as well as the transfer of collected data at NG-RAN node or UE.
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