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1. Introduction

In last meeting, the following agreements have been achieved [1].
Conclusion
· Defer the discussion of prioritization of online/offline training for AI/ML based positioning until more progress on online vs. offline training discussion in agenda 9.2.1.

Agreement
· Study and provide inputs on benefit(s) and potential specification impact at least for the following cases of AI/ML based positioning accuracy enhancement

· Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning

· Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning

· Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning

· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning

· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning

Agreement
Regarding AI/ML model indication[/configuration], to study and provide inputs on potential specification impact at least for the following aspects on conditions/criteria of AI/ML model for AI/ML based positioning accuracy enhancement

· Validity conditions, e.g., applicable area/[zone/]scenario/environment and time interval, etc.

· Model capability, e.g., positioning accuracy quality and model inference latency

· Conditions and requirements, e.g., required assistance signalling and/or reference signals configurations, dataset information

· Note: other aspects are not precluded

Agreement
Regarding AI/ML model monitoring for AI/ML based positioning, to study and provide inputs on potential specification impact for the following aspects

· Assistance signaling and procedure at least for UE-side model

· Report/feedback and procedure at least for Network-side model

· Note1: study is applicable to both of the following cases

· Model inference and model monitoring at the same entity

· Entity to perform the model monitoring is not the same entity for model inference

· Note2: other aspects are not precluded
Agreement
Regarding data collection for AI/ML model training for AI/ML based positioning, at least for each of the agreed cases (Case 1 to Case 3b)

· Study whether (and if so how) an entity can be used to obtain ground truth label and/or other training data

· Companies are requested to report their assumption of the entity (or entities) used to obtain ground truth label and/or other training data for each case (Case 1 to Case 3b)

· Companies are requested to report their assumption of applicable ground truth label (e.g., location or other information) and/or other training data (e.g., measurement) for each case (Case 1 to Case 3b)

· Feasibility study on the entity to obtain ground truth label and/or other training data takes into account at least 

· availability of the entity to obtain label and/or other training data

· Note: further discussion and decision of the entity (or entities) used to obtain ground truth label and/or other training data for each case (Case 1 to Case 3b) is not precluded based on companies’ input

· Study potential signalling and procedure to enable data collection
· Potential specification impact on the details of request/report of label and/or other training data, and to enable delivering the collected label and/or other training data to the training entity when the training entity is not the same entity to obtain label and/or other training data 

· Potential specification impact on assistance signaling indicating reference signal configuration(s) to derive label and/or other training data

In this contribution, we will provide some discussions on AI/ML for positioning accuracy enhancement.
2. Discussions 
2.1 General views on AI/ML for positioning accuracy enhancement
The generalization capability of AI model is very important for positioning. AI based direct positioning mode is more sensitive to channel variation. The location of gNB and spatial consistency change will have great impact on positioning accuracy. This makes the AI-based direct positioning method will mainly apply to the relatively stable environment, such as industrial scenarios. For such a relatively fixed environment, a large amount of data should be collected and AI model is trained offline. NW side will obtain relatively complete training data and accurate AI model. However, for UE side, it is difficult to obtain massive labeled data. Therefore, the main source of AI model for position should be NW side. UE could make AI model update with small amount of data to ensure AI model accuracy. 
Proposal 1: For direct AI/ML positioning at UE side, AI model transfer from NW side should be considered. 

2.2 Potential standard impacts
2.2.1 Training data collection

For Case 2b and 3b, CIR should be used as the input of AI model. In the actual environment, high accuracy positioning label acquisition is limited by many factors. A relatively simple way is to measure the CIR of a special point offline, and manually label its location information. In this way, the sampling interval can be adjusted according to the actual positioning needs to obtain more complete positioning information for the whole area. The training data obtained by offline has no direct impact on the standard. For AI model update, data from PRU with fixed position could be used. The amount of PRUs in certain area need FFS. Meanwhile, data from some UEs with high reliability location information could also be considered for model update. 
Proposal 2: For LMF-based direct AI/ML positioning (Case 2b and Case 3b), offline dataset is used for initial model training. Data from PRU with fixed position could be used for model update. Data from some UEs with high reliability location information could also be considered for model update. 

For other AI/ml assisted positioning cases, offline dataset should be considered as baseline for initial AI model training. The offline dataset could be different for different assistant algorithms. Ground truth location label data will not be necessary for AI/ML assistant algorithms. Some data from PRU might not be directly used as labeled data. For example, when some paths among PRU and gNB are obscured by some objects, the label of LOS/NLOS will change. Therefore, for AI/ML assisted positioning, the way of data collection for model update needs FFS.
Proposal 3: For AI/ML assisted positioning (Case 1, Case 2a and Case 3a), dataset construction for model update needs FFS.
2.2.2 Model monitoring and update

The performance monitoring of the positioning model can be completed by comparing the positioning results. The results available for comparison include time domain monitoring and comparison of location results from different sources. When the multiple positioning results of the same UE at different times have large deviations, the accuracy of the AI model could not be ensured. In addition, some position results could also be exchanged between NW and UE for comparison. When there is a large deviation in the positioning results, AI model updating or switching needs to be considered.
Proposal 4: In order to support the monitoring of AI model, positioning results exchanging between UE and NW could be considered.

For UE-based direct AI/ML positioning, AI model training at UE side is difficult due to the limitation of labeled data acquisition and power consumption of AI model training. A relative convenient way for UE-based direct AI/ML positioning is that NW transfer trained AI model(s) to UE. UE could use the AI model according to its needs. For UE-based AI/ML assisted positioning, there is the possibility that AI model is trained at UE side. Some assistant information, such as whether the link between one gNB and UE is LOS or not. 

Proposal 5: Some assistant information could be considered from NW side to assist UE side AI/ML model updating. 
2.2.3 Model indication/configuration

For Case 1 and Case 2a, UE side model is used to improve positioning accuracy and NW should aware of the existence of AI model for LCM. If NW transfer AI model to UE for direct positioning, the details of model information should be included, such as model input/output, model application area. When UE is ready to use the transferred AI model to make inference, UE should inform NW and start model monitoring related process. If UE would like to use AI model trained at UE side for positioning enhancement, UE could report some necessary information related to AI model to NW for LCM. The details of reported information should include the description of AI model and preferred assistant information or signals to AI model. 

Proposal 6: Model indication/configuration should be considered for Case 1 and Case 2a.
Observation 1: The process of model indication/configuration with and without model transfer is different. 
Proposal 7: AI model description and application scenario could be included in model indication/configuration.

2.3.4 Model input/output for inference

For different AI model, the input of AI model is different. There are two types of information could be used as the input of AI model. One type is from actual measurement and the other is from received assistant information. CIR/RSTD is measured from PRS or SRS. Whether legacy PRS and/or SRS should be enhanced needs FFS. When multiple gNBs could be used for the input of AI model, some assistant information could be exchanged among NW and UE to reduce measurement and AI model input for overhead reduction and accuracy improvement.
Proposal 8: New or enhancement of legacy reference signal for measurement need further study. Proposed gNB set could be considered as part of assistant information to reduce AI model input.

3. Conclusion
In summary, the following proposals and observation are provided:
Proposal 1: For direct AI/ML positioning at UE side, AI model transfer from NW side should be considered. 

Proposal 2: For LMF-based direct AI/ML positioning (Case 2b and Case 3b), offline dataset is used for initial model training. Data from PRU with fixed position could be used for model update. Data from some UEs with high reliability location information could also be considered for model update. 

Proposal 3: For AI/ML assisted positioning (Case 1, Case 2a and Case 3a), dataset construction for model update needs FFS.
Proposal 4: In order to support the monitoring of AI model, positioning results exchanging between UE and NW could be considered.

Proposal 5: Some assistant information could be considered from NW side to assist UE side AI/ML model updating. 
Proposal 6: Model indication/configuration should be considered for Case 1 and Case 2a.
Proposal 7: AI model description and application scenario could be included in model indication/configuration.

Proposal 8: New or enhancement of legacy reference signal for measurement need further study. Proposed gNB set could be considered as part of assistant information to reduce AI model input.

Observation 1: The process of model indication/configuration with and without model transfer is different. 
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