3GPP TSG RAN WG1 Meeting #111
R1-2211528
Toulouse, France, November 14th – 18th, 2022

Agenda item:

9.2.3.2  
Source:
China Telecom
Title:
Other aspects on AI/ML for beam management
Document for:

Discussion
Introduction

A study item of Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved in RAN#94e meeting [1]. In RAN1#109 meeting, the following agreements have been achieved about sub use cases on AI/ML for beam management.
	Refer to Agreements in RAN1#109

Agreement

For AI/ML-based beam management, support BM-Case1 and BM-Case2 for characterization and baseline performance evaluations

· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams

·  BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams

·  FFS: details of BM-Case1 and BM-Case2

· FFS: other sub use cases

Note: For BM-Case1 and BM-Case2, beams in Set A and Set B can be in the same Frequency Range


2      Discussion
2.1 Priority Type of beam prediction
The following agreement about type of beam prediction was made in RAN1#110 meeting. There were three alternatives for the predicted beams of BM-Case1 and BM-Case2 for further study.
	Agreement
For the sub use case BM-Case1 and BM-Case2, further study the following alternatives for the predicted beams:

· Alt.1: DL Tx beam prediction

· Alt.2: DL Rx beam prediction

· Alt.3: Beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam)

Note1: DL Rx beam prediction may or may not have spec impact


DL Rx beam is transparent to gNB, and DL Rx beam selection and prediction should be related to UE implementation in current NR systems. Therefore, it is difficult to find the baseline for Rx beam related schemes for performance comparison and to be specified at least for now.  Compared to other alternatives, it is reasonable to deprioritize Alt.2. Although Alt. 3 can jointly predict the optimal beam pair, it also involves DL Rx beam prediction. Joint beam pair prediction procedure should be considered, which can potentially save measurement overhead and reduce latency greatly. But the performance gain and possible overhead for extra information as well as information disclosure for assistance information during joint operation should be further studied.  For Alt. 1, it is easy to implement for model inference at both UE side and NW side. And the procedure of Art.1 is the easiest. As a result, it can also serve as a baseline.

Proposal 1: We slightly prefer Alt.1, and Alt.3 can also be considered.
Proposal 2: Design procedure and signalling for joint prediction in Alt.3, and study the potential spec. impact.
2.2 Construction of Set A and Set B
In RAN1#110 meeting, the following agreement about the relationship between measurement set B and prediction set A for BM-Case1 was made:
	Agreement 

For the sub use case BM-Case1, support the following alternatives for further study:

· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)

· Alt.2: Set B is a subset of Set A

· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The beam patterns of Set A and Set B can be clarified by the companies.


Alt 2 is our preference. First, predicted beams in set A include some measured beams in set B for Alt.2 while all beams in set A for Alt.1 need to be predicted due to different beam patterns for set A and set B. Second, the choice of beam patterns for different sets may have a great impact on model inference performance and communication QoS. Thus, Alt.2 is with higher beam prediction accuracy and reduced predicted overhead. Third, compared to Alt.1, Alt.2 is with less RS overhead for beam measurement and report. Meanwhile, the overhead for data set collection is reduced in Alt.2. Obviously, the size of set B and set A should be well chose to balance RS overhead for beam measurement and inference performance.
Proposal 3: At least Alt.1 should be the baseline for performance evaluation of BM-Case1.
2.3 Input of BM-Case1 and BM-Case2
In RAN1#109-e, the conclusions about AI model input were made as below:
	Conclusion
Regarding the sub use case BM-Case1, further study the following alternatives for AI/ML input:

•
Alt.1: Only L1-RSRP measurement based on Set B

•
Alt.2: L1-RSRP measurement based on Set B and assistance information

•
FFS: Assistance information. The following were mentioned by companions in the discussion:  Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beamwidth, etc.), expected Tx and/or Rx beam for the prediction (e.g., expected Tx and/or Rx angle, Tx and/or Rx beam ID for the prediction), UE position information, UE direction information, Tx beam usage information, UE orientation information, etc.

•
 Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.

•
Alt.3: CIR based on Set B

•
Alt.4: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID

•
Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives

•
Note2: All the inputs are “nominal” and only for discussion purpose. 

Conclusion
Regarding the sub use case BM-Case2, further study the following alternatives of measurement results for AI/ML input (for each past measurement instance):

•
Alt.1: Only L1-RSRP measurement based on Set B

•
Alt 2: L1-RSRP measurement based on Set B and assistance information

•
FFS: Assistance information. The following were mentioned by companies in the discussion:, Tx and/or Rx beam angle, position information, UE direction information, positioning-related measurement (such as Multi-RTT), expected Tx and/or Rx beam/occasion for the prediction (e.g., expected Tx and/or Rx beam angle for the prediction, expected occasions of the prediction), Tx and/or Rx  beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam pointing angles beam boresight directions (azimuth and elevation), 3dB beamwidth, etc.) , increase ratio of L1-RSRP for best N beams, UE orientation information

•
Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.

•
Alt.3: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID

•
Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives

•
Note2: All the inputs are “nominal” and only for discussion purpose.


Considering the beam ID is already included implicitly in the corresponding input information in the case of a fixed beam pattern for beam measurement set B, only L1-RSRP measurement based on Set B is enough for model input. For a random beam pattern, beam ID can provide map relationship between beam measurement set B and beam prediction set A. It should be noted that unknown beam pattern for set B can be alleviated via dataset mixing over several patterns. 
In terms of assistance information aspects, the collected extra data, e.g. UE location, is related with scenarios and its accuracy will affect model training and inference. Even if assistance information can improve prediction accuracy, it will greatly increase model complexity and signalling overhead for data collection and model training. Obviously, the performance gain brought by assistance and overhead should be studied. Moreover, some extra information is proprietary and implementation dependent, which should not be disclosed to other nodes. Therefore, how to choose consistent public assistance information should be aligned among different companies.  Therefore, based on the above discussion, we think focusing on Alt.1 would be a good starting point. And the following observation and proposal are provided.

Observation 1: How to guarantee the quality of assistance information is a critical step for the conduction of Alt. 2.
Observation 2: The choice of assistance information including number and type should be well balanced so as to obtain an adequate trade-off between prediction performance and overhead.
Proposal 4: For BM-Case1 and BM-Case2, suggest to give priority to only L1-RSRP measurement based on Set B. L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID can be as a supplement for input when random patterns are selected.
2.4 Output of BM-Case1 and BM-Case2

In the previous meeting RAN1#110, some agreements have been made for output of BM-Case1 and BM-Case2. 
	Agreement 

Regarding the sub use case BM-Case1 and BM-Case2, study the following alternatives for AI/ML output:

· Alt.1: Tx and/or Rx beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams 

· E.g., N predicted beams can be the top-N predicted beams

· Alt.2: Tx and/or Rx beam ID(s) of the  N predicted DL Tx and/or Rx beams and  other information

· FFS: other information (e.g., probability for the beam to be the best beam, the associated confidence, beam application time/dwelling time, predicted beam failure) 

· E.g., N predicted beams can be the top-N predicted beams

· Alt.3: Tx and/or Rx beam angle(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams

· E.g., N predicted beams can be the top-N predicted beams

· FFS: details of beam angle(s)

· FFS: how to select the N DL Tx and/or Rx beams (e.g., L1-RSRP higher than a threshold, a sum probability of being the best beams higher than a threshold, RSRP corresponding to the expected Tx and/or Rx beam direction(s))
· Note1: It is up to companies to provide other alternative(s) 

· Note2: Beam ID is only used for discussion purpose

· Note3: All the outputs are “nominal” and only for discussion purpose

· Note4: Values of N is up to each company. 

· Note5: All of the outputs in the above alternatives may vary based on whether the AI/ML model inference is at UE side or gNB side.

· Note 6: The Top-N beam IDs might have been derived via post-processing of the ML-model output


On the one hand, there are many uncertainties for Alt.2 and Alt.3. First, the definition and spec impact of beam angle in Alt.3 are unclear. Second, other information in Alt.2 is diverged and their benefit for performance improvement needs to be evaluated further. Third, other information may involve proprietary information, which is difficult to exchange and align among companies. On the other hand, Alt.1 is of high compatibility with current BM framework and is easy to implement. To be specific, L1-RSRP can evaluate beam quality. Besides, beam ID can be indicated by RS index or TCI, and thus may serve as a beam indicator in legacy specification design. Considering all these, the following proposal is provided.
Proposal 5: For the output of the AI model, Alt.1 can serve as a benchmark for performance comparison. And other options need further discussion.
2.5 Data collection

The following agreement for data collection has been reached in meeting RAN1#110.
	Agreement 
For the data collection for AI/ML model training (if supported), study the following aspects as a starting point for potential necessary specification impact:

· Signaling/configuration/measurement/report for data collection, e.g., signaling aspects related to assistance information (if supported), Reference signals

· Content/type of the collected data

· Other aspect(s) is not precluded


Data collection involves several aspects, e.g., quantity, quality, content, storage and transmission. The type of the collected data should be scenario and configuration related. Therefore, the first step is to determine the data type or content. Secondly, signaling design should be considered to trigger data acquisition in different scenarios. When collecting data, how much data is appropriate to collect is another vital issue. When data amount is small, the accuracy of model training may be affected. When data amount is large, the storage, feedback and signaling overhead may be huge, which may further increase the network burden and transmission delay. Moreover, it is also necessary to consider the period or duration of data collection and the correlation of data. Finally, how to ensure the quality of data to carry out efficient model learning and monitoring is another point worth paying attention to.
Proposal 6: Study the effect of different data types on prediction accuracy or performance monitoring.
Proposal 7: Further study the effects of the amount of data on model training, signaling overhead, storage consumption, model inference and performance monitoring.
1      Conclusions
In this contribution, we focus on the sub use case and potential specification impacts of AI/ML for beam management. The observations and proposals are summarized as follows:
Observation 1: How to guarantee the quality of assistance information is a critical step for the conduction of Alt. 2.

Observation 2: The choice of assistance information including number and type should be well balanced so as to obtain an adequate trade-off between prediction performance and overhead.
Proposal 1: We slightly prefer Alt.1, and Alt.3 can also be considered.
Proposal 2: Design procedure and signalling for joint prediction in Alt.3, and study the potential spec. impact.

Proposal 3: At least Alt.1 should be the baseline for performance evaluation of BM-Case1.

Proposal 4: For BM-Case1 and BM-Case2, suggest to give priority to only L1-RSRP measurement based on Set B. L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID can be as a supplement for input when random patterns are selected.

Proposal 5: For the output of the AI model, Alt.1 can serve as a benchmark for performance comparison. And other options need further discussion.

Proposal 6: Study the effect of different data types on prediction accuracy or performance monitoring.

Proposal 7: Further study the effects of the amount of data on model training, signaling overhead, storage consumption, model inference and performance monitoring.
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