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Introduction
[bookmark: OLE_LINK13][bookmark: OLE_LINK14]It has been agreed that a new study item will be launched in Release 18 towards artificial intelligence (AI)/machine learning (ML) for NR air interface [1]. The evaluation on AI/ML for CSI feedback enhancement was considered as following: 
· 1. CSI compression
· Evaluation methodology 
· Performance evaluation results
· 2. CSI prediction
· Evaluation methodology 
· Performance evaluation results
In RAN1#109e [2], spatial-frequency domain CSI compression using two-sided AI model has been agreed as one representative sub use for CSI enhancement shown below.
	Agreement 
Spatial-frequency domain CSI compression using two-sided AI model is selected as one representative sub use case. 
· Note: Study of other sub use cases is not precluded.
Note: All pre-processing/post-processing, quantization/de-quantization are within the scope of the sub use case.  


In RAN1#110b-e [3], if the AI/ML based CSI prediction is to be selected as a sub use case, some conclusion shown below.
	Agreement 
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, and if the AI/ML model outputs multiple predicted instances, the intermediate KPI is calculated for each prediction instance.
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, both of the following types of AI/ML model input are considered for evaluations:
· Raw channel matrixes
· Eigenvector(s)
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, for the evaluation of CSI prediction:
· Companies are encouraged to report the assumptions on the observation window, including number/time distance of historic CSI/channel measurements as the input of the AI/ML model, and
· Companies to report the assumptions on the prediction window, including number/time distance of predicted CSI/channel as the output of the AI/ML model.



[bookmark: OLE_LINK2]In this contribution, we would focus on CSI compression and CSI prediction, and some preliminary evaluation results are provided.

 Discussion
Results for CSI compression
CSI compression AI model
Our auto-encoder model is composed of two sides: encoder and decoder. Encoder is composed of four parts: Feature extraction, information compression, codeword, quantization. To reduce the data size, the main feature of input eigenvector needs to be extracted and these features need to be compressed into a small code word [4].
Quantization is one of the effective means to improve compression performance. At the same time, quantization will introduce quantization noise. The work of reducing quantization noise can be incorporated into the auto-encoder. The quantizer can be embedded into auto-encoder, and its backpropagation rate is set to a constant.
The reverse operation can effectively restore the processed data. On the decoder side, the data processing operation is opposite to that of encoder. The AI model is shown in Figure 1.
[image: 模型图]
Figure 1: AI model for compression and recovery.
CSI compression Evaluation
The input of AI compression model is the maximum eigenvalue of the covariance matrix, which indicates the precoding power gain obtained from MIMO system. The detail evaluation assumption can refer to the Appendix Table 3. The specific simulation parameters are provided in Table 1.
Table 1: The specific simulation parameters.
	Number of training samples
	100000

	Learning Rate
	0.0001

	Compression Rate
	2,4, 8, 16, 32

	Quantization bits
	13

	Epochs
	100

	Batch size
	100

	Quantization
	Scalar (Uniform)

	Objective function
	GCS

	Learning algorithm
	Adam

	The number of layers
	5



It has been agreed that GCS and SGCS can be used as the intermediate KPIs. We evaluated the GCS performance of the auto-encoder model. The result is shown in Figure 2.
[image: untitled]
[bookmark: _Ref102155137]Figure 2: The average cosine similarity.
Observation 1: With the increase of compression rate the, the AI-based compression model will perform worse.
Different network structures are trained for different compression rates.

Results for CSI predication
CSI prediction AI model
In the previous meeting, the AI-based CSI prediction has two kinds of output. One is single future CSI, the other is multiple future CSIs. For prediction of multiple future CSIs, we can select the corresponding future CSI output if the desired future CSI index is within the multiple future CSIs output. So in the simulation, we only use the multiple future CSIs prediction scheme. And we use the CNN backbone model for prediction. Moreover, the multiple future CSIs prediction can be derived by two approaches. For the convenience, we choose the direct prediction to evaluate. The AI model is shown in Figure 3.
[image: ]
Figure 3: The block diagram of AI-based CSI prediction.

The prediction of multiple future CSIs
In this section, we provide the training parameter and evaluation results. For the dataset, we consider a public dataset [5] of CSI prediction, and the detail evaluation assumption can refer to the Appendix Table 4. We use 130000 samples, 60% of which are used as training datasets and 40% as validation datasets. The input of CSI prediction model is raw channel. The main simulation parameters are shown as Table 2.
[bookmark: _Ref102146640]Table 2: The simulation parameters for multiple CSIs prediction.
	The number of historical CSI inputs
	12

	The slot indices of historical CSI inputs
	[71, 81, 91, …, 181]-th slot (spacing is 10 slots)

	The slot index of the predicted CSI
	[183, 185, 187, 189, 191]-th slots

	Selected PRB for evaluation
	1st PRB

	The type of CSI
	Raw channel

	Neural network parameter
	Backbone
	CNN

	
	Layer size
	6

	
	Learning algorithm
	Adam

	
	Learning rate
	0.0001

	
	Batch size
	100

	
	Epoch number
	300



In the previous meetings, it has been agreed that NMSE and GCS can be used as the KPIs. Therefore, we use those KPIs for evaluation results. The NMSE and cosine similarity of multiple predicted CSIs are provided in Figure 4 and Figure 5, respectively.
[image: ]
[bookmark: _Ref102121790]Figure 4: NMSE of multiple predicted CSIs.
[image: ]
[bookmark: _Ref102121803]Figure 5: Cosine similarity of multiple predicted CSIs.
Observation 2: The AI-based prediction of multiple future CSIs on the raw channel outperforms the case without prediction.
Observation 3: The prediction of multiple future CSIs is flexible to choose the needed CSI.
[bookmark: _Hlk102160766]The study on the prediction of multiple future CSIs is practical.

Conclusions
1. With the increase of compression rate the, the AI-based compression model will perform worse.
Observation 5: The AI-based prediction of multiple future CSIs on the raw channel outperforms the case without prediction.
Observation 6: The prediction of multiple future CSIs is flexible to choose the needed CSI.

1. Different network structures are trained for different compression rates.
The study on the prediction of multiple future CSIs is practical.
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Appendix: Evaluation assumption for AI/ML based CSI feedback enhancement
Table 3: Simulation assumptions for AI/ML based CSI compression.
	Channel Model
	CDL-C

	Carrier frequency
	4GHz 

	Bandwidth
	10MHz

	SCS
	15KHz

	PRB number
	52

	PRB number per subband
	4

	Traffic model
	Full buffer, FTP1(RU 80%), FTP1(RU 20%),

	Schedular method
	MU, max layer 8

	gNB antenna
	32 TXRU, [1 1 8 8 2; 2 8] or [1 1 2 8 2; 2 8]
Antenna spacing [0.8 0.5] or [0.5 0.5], directional

	UE antenna
	4 TXRU, [1 1 1 2 2; 1 2]
Antenna spacing [0.5 0.5], omni-directional 

	Delay Spread
	30ns

	Sample Slot 
	100

	UE Speed
	3km/h

	Rank 
	1

	Channel estimation
	Ideal

	UE Number 
	1000

	Slot Number
	100



Table 4: Simulation assumptions for AI/ML based CSI prediction.
	The number of transmit antenna
	32

	The number of receive antenna
	2

	Carrier frequency
	3GHz

	Subcarrier spacing
	30kHz

	PRB number
	52

	speed
	30km/h

	LLS parameters
	CDL-C, delay spread=300ns

	Length of one sample in time domain
	200 slot (100ms)

	The number of historical CSI inputs
	12

	The slot indices of historical CSI inputs
	[71, 81, 91, …, 181]-th slots (spacing is 10 slots)

	The number of future CSIs to be predicted
	1~5

	The slot indices of the predicted CSI
	[183, 185, 187, 189, 191]-th slots (i.e., [+1ms, +2ms, +3ms, +4ms, +5ms])

	The type of CSI
	Raw channel
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