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Introduction
The basic performance and generalization evaluation have been simulated by multiple companies for different use cases including both direct and assist AI/ML positioning methods. After RAN1 #110bis E-meeting, only one generalization case had been added to the evaluation list, so it indicates that the evaluation works are almost done for the positioning use cases. In this contribution, we give our views on further evaluation results and analysis for AI/ML positioning. 

Evaluation Methodology
In the last meeting [1], one more optional case for generalization evaluation
	Agreement
To investigate the model generalization capability, the following aspect is also considered for the evaluation of AI/ML based positioning:
(e) InF scenarios, e.g., training dataset from one InF scenario (e.g., InF-DH), test dataset from a different InF scenario (e.g., InF-HH)

Agreement
For AI/ML based positioning, if an InF scenario different from InF-DH is evaluated for the model generalization capability, the selected parameters (e.g., clutter parameters) are compliant with TR 38.901 Table 7.2-4 (Evaluation parameters for InF).
· Note: In TR 38.857 Table 6.1-1 (Parameters common to InF scenarios), InF-SH scenario uses the clutter parameter {20%, 2m, 10m} which is compliant with TR 38.901.



We believe the performance generalization among different Indoor Factory scenarios is similar to the generalization by modifying clutter parameters.

Simulation Results
In this section, we continue our work on the evaluation of dataset with synchronization errors, in the last meeting, we submitted our simulation results for the generalization performance between dataset with and without synchronization errors, the positioning accuracy downgraded when generalization enabled. Due to the prevalence of the synchronization errors in the live network implementation and the performance of the model generalization, we would like to have the fine-tuning simulation to see if additional small dataset will be helpful for maintaining the model performance. 
The simulation results are shown below in figure 1:
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Figure 1 	Simulation results of direct AI/ML methods for perfect and imperfect synchronizations under original trained and fine-tuned models

The dubbing of the figure legend is similar to our previous contributions, the explanation table can be seen below in table 1.
Table 1 	The explanation of the legend of figure 1
	pp
	AI/ML model trained with dataset of perfect sync and inferred with dataset of perfect sync.

	ss
	AI/ML model trained with dataset of sync error and inferred with dataset of sync errors.

	sp
	AI/ML model trained with dataset of sync error and inferred with dataset of perfect sync.

	ps
	AI/ML model trained with dataset of perfect sync and inferred with dataset of sync errors.

	ps_ft
	AI/ML model trained with dataset of perfect sync and fine-tuned with dataset of sync errors.

	sp_ft
	AI/ML model trained with dataset of sync error and fine-tuned with dataset of perfect sync.



From the above simulation results, it is obvious that the model performance after fine-tuning can be improved dramatically, in our simulations, the accuracy performance improvement of ps_ft is more than 5 meters and more than 7 meters of ps_ft. The configuration details can be found in appendix.
Observation 1: Fine-tuning can significantly improve the accuracy performance of the direct AI/ML positioning method.
Proposal 1: Study the fine-tuning related procedures mapping with potential lifecycle management functionalities for AI/ML positioning accuracy enhancement.
During the evaluation, we tried to alter the dataset construction, learning-rate, resource allocation and training epoch numbers to check the fine-tuning results and we noticed that these alternations result in quite different results, therefore we have the following proposal regarding the fine-tuning.
Proposal 2: Study the detailed configuration and related data collection for fine-tuning to enable maximum performance improvement per sub use cases of AI/ML positioning. 

Conclusion
Observation 1: Fine-tuning can significantly improve the accuracy performance of the direct AI/ML positioning method.
Proposal 1: Study the fine-tuning related procedures mapping with potential lifecycle management functionalities for AI/ML positioning accuracy enhancement.
Proposal 2: Study the detailed configuration and related data collection for fine-tuning to enable maximum performance improvement per sub use cases of AI/ML positioning.

Reference
[1] R1-2210690, Session notes for 9.2 (Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface), 3GPP WG RAN1 110bis E-meeting, Oct10-19, 2022

Appendix

As agreed in the previous meeting, the details related to our simulation have been arranged in the following tables.

Table A-1	Fine-tuning on sync error dataset based on perfect timing original model
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Fine-tune
	Test
	Train
	Fine-tune
	test
	Model complexity
	Computation complexity
	AI/ML

	CIR
	UE location
	UE location
	662
Perfect
timing
	662
Sync
Error
	662
Sync
Error
	30000
	3000
	6000
	Num of parameters < 1.5M
	FLOPS
1.14M
	Before ft: 19m
After ft: 11.6m



Table A-2	Fine-tuning on perfect timing dataset based on sync error original model
	Model input
	Model output
	Label
	Settings (e.g., drops, clutter param, mix)
	Dataset size
	AI/ML complexity
	Horizontal pos. accuracy at CDF=90% (m)

	
	
	
	Train
	Fine-tune
	Test
	Train
	Fine-tune
	test
	Model complexity
	Computation complexity
	AI/ML

	CIR
	UE location
	UE location
	662
Sync
Error
	662
Perfect
timing
	662
Perfect
timing
	30000
	3000
	6000
	Num of parameters < 1.5M
	FLOPS
1.14M
	Before ft: 13.6m
After ft: 7.9m


Another agreement made in last meeting requires companies to report the Single/Multiple TRP configuration and complexities.
	Agreement
For AI/ML-assisted positioning, companies report which construction is applied in their evaluation:
(a) Single-TRP construction: the input of the ML model is the channel measurement between the target UE and a single TRP, and the output of the ML model is for the same pair of UE and TRP. 
(b) Multi-TRP construction: the input of the ML model contains N sets of channel measurements between the target UE and N (N>1) TRPs, and the output of the ML model contains N sets of values, one for each of the N TRPs.
Note: For a measurement (e.g., RSTD) which is a relative value between a given TRP and a reference TRP, the TRP in “single-TRP” and “multi-TRP” refers to the given TRP only. 
Note: For single-TRP construction, companies report whether they consider same model for all TRPs or N different models for TRPs

Agreement
For AI/ML assisted positioning, when single-TRP construction is used for the AI/ML model, companies report at least the AI/ML complexity (Model complexity, Computation complexity) for N TRPs, which are used to determine the position of a target UE.
Table. Model complexity and computation complexity to support N TRPs for a target UE
	
	Model complexity to support N TRPs
	Computation complexity to process N TRPs

	Single-TRP, same model for N TRPs
	
When the model is at UE-side, where  is the model complexity for the same model.
FFS: if the model is at network-side
	
Where  is the computation complexity of the same model for one TRP.

	Single-TRP, N models for N TRPs
	When the model is at UE-side,

Where  is the model complexity for the i-th AI/ML model.
FFS: if the model is at network-side
	
Where  is the computation complexity for the i-th AI/ML model.

	Multi-TRP (i.e., one model for N TRPs)
	
Where  is the model complexity for the one model.
	
Where  is the computation complexity for the one model.






According to the agreements above, we report our configuration as follows:
Model construction: multi-TRP construction
Complexity: PM and CM can be found in Table A-1 and A-2 above.
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