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1 Introduction
In RAN1#110b-e, a number of productive consensuses have been reached on potential specification enhancements for AI/ML-based beam management, which are listed in the following. Specifically, sub use cases for AI beam management were further down-selected in RAN1#110b-e by focusing on DL Tx beam prediction and beam pair prediction. The determination/selection of assistance information was discussed from the viewpoint of revealing proprietary information. Besides, BM-specific aspects of AI/ML model life cycle management (LCM) were discussed and some agreements were made, including data collection, model inference, and model monitoring. However, there are still quite a few options for AI inputs/outputs and specific procedures for model LCM are still not clear, making it difficult to concentrate the discussion of specification impacts. Therefore, in this contribution, we will make some recommendations on sub-use case details and analyse potential specification impacts on model LCM.
	Conclusion: 
For AI/ML based beam management, RAN1 has no consensus to support on studying any other sub use case in addition to BM-Case1 and BM-Case2
· Note: this conclusion is independent of the discussion on the alternatives of AI/ML model inputs for BM-Case1 and BM-Case2

Conclusion:
For the sub use case BM-Case1 and BM-Case2, Set B is a set of beams whose measurements are taken as inputs of the AI/ML model.

Working assumption:
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the following L1 beam reporting enhancement for AI/ML model inference
· UE to report the measurement results of more than 4 beams in one reporting instance
· Other L1 reporting enhancements can be considered

Agreement:
For BM-Case1 with a UE-side AI/ML model, study the potential specification impact of L1 signaling to report the following information of AI/ML model inference to NW 
· The beam(s) that is based on the output of AI/ML model inference
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· FFS: other information

Agreement:
For BM-Case2 with a UE-side AI/ML model, study the potential specification impact   of L1 signaling to report the following information of AI/ML model inference to NW
· The beam(s) of N future time instance(s) that is based on the output of AI/ML model inference
· FFS: value of N
· FFS: Predicted L1-RSRP corresponding to the beam(s)
· Information about the timestamp corresponding the reported beam(s)
· FFS: explicit or implicit
· FFS: other information

Agreement:
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the NW-side model monitoring:
· NW monitors the performance metric(s) and makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation

Agreement:
Regarding NW-side model monitoring for a network-side AI/ML model of BM-Case1 and BM-Case2, study the potential specification impacts from the following aspects
· Beam measurement and report for model monitoring
· Note: This may or may not have specification impact.

Agreement:
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation



2 Details for BM-Case1 and BM-Case2 
2.1 Type of beam prediction
In RAN1#110b-e, the type of beam prediction was discussed for potential down selection. DL Tx beam prediction and beam pair prediction are supported by all companies, and Rx beam prediction is removed since it should be transparent without any spec impact. The controversial part is whether to do the down-selection for NW-side and UE-side model. There are concerns about the NW-side beam pair prediction since it may suffer from the potential risk of disclosing UE Rx beam information.
	Proposal: 
For the sub use case BM-Case1 and BM-Case2, focus on Alt.1 and Alt.3 for the predicted beams for further study with potential down-selection.
· Note1: Alt.1 and Alt.3 were agreed in RAN1#110 meeting as below 
· Alt.1: DL Tx beam prediction
· Alt.3: Beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam)
· Note2: The further down-selection (if any) may depend on whether it is UE-side or NW-side model 


According to our preliminary simulation results provided in [1], both DL Tx beam prediction and beam pair prediction achieve satisfactory beam prediction accuracy, resulting of significantly reduced RS overhead and delay for beam measurement. Besides, since the number of Rx beams is relatively small, any sampling at the Rx beam space may cause serve loss of the spatial channel characteristic. Thus, in the beam pair prediction, it’s better to take measurement results of all Rx beams as the model input instead of performing any sampling at the Rx beam space. 
Proposal 1: Both DL Tx beam prediction and beam pair prediction can be supported without any further down-selection.
Both Tx beam prediction and beam pair prediction can be further studied with the associated problems being considered. For the Tx beam prediction, the Rx beam for beam measurement is assumed to be fixed. In this case, the Tx beam prediction can be achieved by initiating P2 beam sweeping procedure for beam measurement and data collection. From the perspective of model generalization, the NW-side Tx beam prediction model should be able to achieve good performance for different Rx beam features (beam width, beam angel, etc.) due to diverse antenna implementations of different UEs. While for the UE-side Tx beam prediction model, its generalization capability can be evaluated with various gNB settings, various set B of beams and other aspects.
Observation 1: The Tx beam prediction can be achieved by initiating P2 beam sweeping procedure for beam measurement and data collection.
For the beam pair prediction, it can be achieved by initiating a P1 beam sweeping procedure, which incorporates Tx beam sweeping and Rx beam sweeping simultaneously. However, since the Rx beam is up to UE implementation in current specification, the P1 procedure is still conceptual and there is no explicit signaling/configuration for P1 procedure in current specification. Therefore, to facilitate the beam pair prediction, P1 may need to be specified clearly in the spec with potentially enhanced RS resource set configuration and reporting mechanism. 
1) For the NW-side beam pair prediction, in order to collect model input data for beam pair prediction, the gNB needs to accurately know the beam pair information and its corresponding RSRP. To this end, the gNB may need to associate each RS resource set or each RS resource used for beam measurement with a specific Rx beam, which may be explicitly or implicitly indicated. However, the Rx beam is up to UE implementation, and its indication and reporting may lead to UE proprietary information disclosure issues. Additionally, from the perspective of model generalization, the NW-side beam pair prediction model should be able to achieve good performance for different number of Rx beams due to diverse antenna implementations of different UEs.
2) For the UE-side beam pair prediction, in order to collect model input data for beam pair prediction, the gNB may continuously transmit one or multiple RS resource sets for beam measurement multiple times with the high layer parameter ‘repetition’ being carefully configured. The UE autonomously selects its Rx beam for measuring each RS resource according to characteristics of the deployed AI model. Then, the DL Rx beam information may not be necessary to be reported. Obviously, compared with the NW-side beam pair prediction, the UE-side beam pair prediction brings less standardization work and does not involve sensitive proprietary information disclosure issues.
Observation 2: Since the UE Rx beam is up to implementation in current specification, the P1 beam sweeping procedure is still conceptual and there is no explicit signaling/configuration for P1 in current specification.
Proposal 2: To facilitate the beam pair prediction, P1 may need to be specified clearly in the spec with potentially enhanced RS resource set configuration and reporting mechanism.
Proposal 3: For the NW-side beam pair prediction, it may be desirable to implicitly indicate the Rx beam ID to facilitate data collection at the NW side and avoid UE proprietary information disclosure issue.
Observation 3: For the UE-side beam pair prediction, it brings less standardization work and does not involve sensitive proprietary information disclosure issues.

2.2 Construction of Set A and Set B
· BM-Case1
In RAN1#110, the following agreement regarding the beam set construction was obtained for progress. Wherein, the beam sets for measurement and prediction were considered to be constructed with the same or different beam width.
	Agreement: 
For the sub use case BM-Case1, support the following alternatives for further study:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A
· Note1: Set A is for DL beam prediction and Set B is for DL beam measurement.
· Note2: The beam patterns of Set A and Set B can be clarified by the companies.


As far as we are concerned, both the hierarchical based method in Alt.1 and the sub-sampling based method in Alt.2 can be considered for spatial domain beam prediction at the early stage of the SI, and down selection may be needed when evaluation results are available. In the sub-sampling based method in Alt.2, the beam sets for measurement and for prediction originate from the same codebook for beamforming. Therefore, the implementation is relatively simple. In contrast, different codebooks may be used in the hierarchical based method in Alt.1. Different methods of forming wide and narrow beams may have a great impact on AI inference performance and the quality of existing communication services. Nevertheless, Alt.1 may match more with current specification that SSB (wide beam) has to be sent anyway. 
In the sub-sampling based method, measurement results on partial beams are used as AI input to predict the beam quality information of the whole beam space. Obviously, the number of beams for measurement (i.e., set B) and for prediction (i.e., set A) is related to the trade-off between inference performance and RS overhead for beam measurement. Specifically, the more beams are required for measurement, the higher would be the RS overhead of beam measurement. At the same time, more channel correlation information can be extracted by the AI model, resulting in a better inference performance. An ideal approach may be to dynamically learn or adjust the number of beams for measurement according to requirements for beam prediction performance. As for the beam pattern for measurement, the training samples required for a fixed beam pattern are relatively small and a stable performance gain can be obtained compared with a random beam pattern [2]. For the case of the random beam pattern being used, each beam may need to be accompanied by additional ID information, resulting in potential standardization efforts.
Observation 4: The number of beams for measurement (i.e., set B) and for prediction (i.e., set A) is related to the trade-off between inference performance and RS overhead for beam measurement. 
Proposal 4: For BM-Case1, the sub-sampling based method in Alt.2 can be a starting point for the study of spatial domain beam prediction.
· BM-Case2
In RAN1#110 and RAN1#110b-e, most of the companies mentioned that there was no need to define the connection between the beam set for prediction and the beam set for measurement. However, some companies thought that spatial-temporal beam prediction should not be precluded with the example of using multiple past SSB measurement information to predict best CSI-RS ID, as an illustrative use case. Therefore, the following agreement was obtained in RAN1#110 for further study. 
	Agreement: 
For the sub use case BM-Case2, further study the following alternatives:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· Alt.3: Set A and Set B are the same
· Note1: The beam pattern of Set A and Set B can be clarified by the companies.


For BM-Case2, both Alt.2 and Alt.3 can be further evaluated in agenda 9.2.3.1, including beam prediction accuracy, RS overhead reduction, and model generalization performance in various scenarios/configurations, such as different UE speeds, periodicity of time instance for each measurement/prediction, number of time instances for measurement/prediction. According to our preliminary simulation results provided in [1],  Alt.3 obtains better beam prediction performance than Alt.2, yet consumes more RS overhead. Besides, the specific construction of the beam set for measurement in Alt.2 will also have a great impact on the model inference performance. 
Proposal 5: For BM-Case2, both Alt.2 and Alt.3 can be further evaluated in agenda 9.2.3.1, including beam prediction accuracy, RS overhead reduction, and model generalization performance in various scenarios/configurations.
Actually, the working modes of Alt.2 and Alt.3 and the corresponding RS resources/reporting configurations can be quite different. As shown in the following figure, a feasible working mode of Alt.3 is to configure/transmit the RS resource set (i.e., set A/B) only in the measurement window to minimize the RS overhead for beam measurement. In this case, the optimal beams within the measurement window and the prediction window are obtained by UE measurement and model prediction, respectively. Besides, the UE only needs to perform beam measurement and reporting during the measurement window if second stage beam sweeping over the top-K beams is not considered. Therefore, for Alt.3, it is necessary to study flexible RS resource set/reporting activation within the measurement window and deactivation within the prediction window, regardless of NW-side model or UE-side model.


Figure 1. Measurement and prediction modes of Alt.3
Observation 5: For Alt.3 in BM-Case2, a feasible working mode is to configure/transmit the RS resource set (i.e., set A/B) only in the measurement window to minimize the RS overhead for beam measurement.
Proposal 6: For Alt.3 in BM-Case2, it is necessary to study flexible RS resource set and report configuration within the measurement window and prediction window, regardless of NW-side model or UE-side model.
In Alt.2, the optimal beam in both the measurement window and the prediction window cannot be obtained by UE measurement. A feasible working mode is to configure/transmit the RS resource set (i.e., set B) in both the measurement window and the prediction window. In this case, the UE needs to perform beam measurement and reporting in both the measurement window and the prediction window, and the corresponding optimal beams are obtained by model inference. Particularly, the beam measurement in the prediction window is used for data collection of the next inference instance, as illustrated in the following figure. Therefore, the comparison between Alt.2 and Alt.3 may need to take the RS overhead, reporting overhead as well as configuration flexibility into consideration.


Figure 2. Measurement and prediction modes of Alt.2
Additionally, as agreed in agenda 9.2.3.1, when set B is a subset of set A, set B may be changed following a set of pre-configured patterns, randomly changed among pre-configured patterns or randomly changed among set A beams (pairs). If set B is changed following a set of pre-configured patterns, the associated implementation is relatively straightforward by configuring one or multiple periodic CSI resource/reporting. However, if set B is randomly changed among pre-configured patterns or among set A beams (pairs), the configuration of the associated CSI resource/reporting becomes more complicated. Therefore, if set B can be randomly changed, the study of enhanced resource configuration and activation method needs to be considered, including how to flexibly configure/activate/deactivate arbitrary beams or beam subset among pre-configured patterns in set A beams (pairs). 
Observation 6: For Alt.2 in BM-Case2, a feasible working mode is to configure/transmit the RS resource set (i.e., set B) in both the measurement window and the prediction window.
Proposal 7: For Alt.2 in BM-Case2, if set B can be randomly changed, support to study enhanced resource configuration and activation method to flexibly activate/deactivate arbitrary beams or beam subset among pre-configured patterns in set A beams (pairs).

2.3 AI/ML model input and output
Regarding the AI/ML model input and output for BM-Case1 and BM-Case2, many kinds of assistance information and different alternatives have been proposed in RAN1#110b-e and up to companies to explore all possible options. 
	Agreement:
Regarding the sub use case BM-Case1, further study the following alternatives for AI/ML input:
· Alt.1: Only L1-RSRP measurement based on Set B
· Alt.2: L1-RSRP measurement based on Set B and assistance information
· FFS: Assistance information. The following were mentioned by companions in the discussion:  Tx and/or Rx beam shape information (e.g., Tx and/or Rx beam pattern, Tx and/or Rx beam boresight direction (azimuth and elevation), 3dB beamwidth, etc.), expected Tx and/or Rx beam for the prediction (e.g., expected Tx and/or Rx angle, Tx and/or Rx beam ID for the prediction), UE position information, UE direction information, Tx beam usage information, UE orientation information, etc.
·  Note: The provision of assistance information may be infeasible due to the concern of disclosing proprietary information to the other side.
· Alt.3: CIR based on Set B
· Alt.4: L1-RSRP measurement based on Set B and the corresponding DL Tx and/or Rx beam ID
· Note1: It is up to companies to provide other alternative(s) including the combination of some alternatives
· Note2: All the inputs are “nominal” and only for discussion purpose.

Agreement:
Regarding the sub use case BM-Case1 and BM-Case2, study the following alternatives for AI/ML output:
· Alt.1: Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.2: Tx and/or Rx Beam ID(s) of the N predicted DL Tx and/or Rx beams and other information
· FFS: other information (e.g., probability for the beam to be the best beam, the associated confidence, beam application time/dwelling time, Predicted Beam failure) 
· E.g., N predicted beams can be the top-N predicted beams
· Alt.3: Tx and/or Rx Beam angle(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams
· E.g., N predicted beams can be the top-N predicted beams
· FFS: details of Beam angle(s)
· FFS: how to select the N DL Tx and/or Rx beams (e.g., L1-RSRP higher than a threshold, a sum probability of being the best beams higher than a threshold, RSRP corresponding to the expected Tx and/or Rx beam direction(s))
· Note1: It is up to companies to provide other alternative(s) 
· Note2: Beam ID is only used for discussion purpose
· Note3: All the outputs are “nominal” and only for discussion purpose
· Note4: Values of N is up to each company. 
· Note5: All of the outputs in the above alternatives may vary based on whether the AI/ML model inference is at UE side or gNB side.
· Note 6: The Top-N beam IDs might have been derived via post-processing of the ML-model output


As far as we are concerned, focusing the AI input and output on the measured RSRP and/or beam ID is a good starting point. The measured RSRP and beam ID represent the beam quality and beam indicator, respectively, where the beam ID can be implicitly indicated by the RS index or TCI state. In this way, the standardization workload and AI model complexity would be relatively low. Incorporating assistance information such as positioning-related measurements as part of AI input may have potential to improve the beam prediction accuracy, depending on further evaluation results. Meanwhile, it is intuitively beneficial to have more available assistance information related to beam shape, UE location, etc., as AI input to improve the beam prediction accuracy. However, more assistance information also results in more complex neural networks and training overhead. Moreover, much of the assistance information mentioned in RAN1#110b-e is proprietary/privacy information of the gNB or UE, which may be difficult to be obtained and shared with another vendor. Therefore, for further performance evaluation and to reduce the standardization workload, the L1-RSRP measurement based on set B can be used as the AI input and the predicted L1-RSRP of DL Tx and/or Rx beams can be used as the AI output.
Proposal 8: For BM-Case1 and BM-Case2, focusing the AI input and output on measured RSRP and/or beam ID is a good starting point, in which case the standardization workload and AI model complexity would be relatively low.

3 Potential specification impacts on LCM
In this section, BM-specific aspects of AL/ML model LCM are analyzed, including data collection, model inference, and model monitoring.
3.1 Data collection
For model training/fine-tuning or detection of AI/ML model performance degradation, AI/ML model providers should be able to initiate model optimization training and request UEs to report relevant training data. In RAN1#110b-e, the following proposal was discussed.
	Proposal: 
Regarding the data collection for AI/ML model training at NW side (if the data collection is optionally supported from the perspective of 3GPP specification), study the following information for UE reporting as a starting point.
· M L1-RSRPs optionally with the corresponding RS indicator, where M can be larger than 4
· FFS: the range of M
· Other information may be added based on further discussion
· E.g., Best genie-aided beam ID from Set A


For data collection at NW side, information for UE reporting should at least include the model input data and model output data (i.e., label):
1) UE reporting of model input: As mentioned above, the model input can be L1-RSRP measurement based on Set B and/or the corresponding DL Tx and/or Rx beam ID. For the Tx beam ID reporting, it can be implied by the resource indicator CRI/SSBRI as legacy. For the Rx beam ID reporting, it’s not supported in current specification due to the UE proprietary information disclosure issue. Therefore, it is necessary to study explicit or implicit Rx beam ID reporting method, especially for the sub use case of beam pair prediction.
2) UE reporting of model label: As mentioned above, the model output can be Tx and/or Rx Beam ID(s) and/or the predicted L1-RSRP of the N predicted DL Tx and/or Rx beams. Correspondingly, the model label can be specified as the genie-aided best beam ID from set A, all measurement results of set A or other post-processing of measurement results of set A, which depends on the model training strategy. Additionally, it is worth mentioning that if all measurement results of set A/B need to be reported to gNB, the beam ID can be obtained implicitly from the reporting order of all measured RSRPs without explicit beam ID reporting, resulting of significant reporting overhead reduction.
Proposal 9: For data collection at NW side, support to study explicit or implicit Rx beam ID reporting method, especially for the sub use case of beam pair prediction.
Observation 7: For data collection at NW side, reporting of model label from UE can be specified as the genie-aided best beam ID from set A, all measurement results of set A or other post-processing of measurement results of set A, which depends on the model training strategy.
Proposal 10: If all measurement results of set A/B need to be reported to gNB, suggest to further study reporting overhead reduction, e.g., beam ID can be obtained implicitly from the reporting order of all measured RSRPs.
Additionally, from the perspective of resource configuration, gNB can configure two RS resource sets for beam measurement to collect the model input data and model label, respectively. For example, for the sub use case that set A and set B are different (set B is not a subset of set A), it is appropriate that one RS resource set for measurement and another RS resource set for prediction are configured for collecting the measurement results of set B and set A, respectively. The specific number of reported beams and reported quantity can be configured by the high layer parameters nrofReportedRS and reportquantity. Alternatively, the gNB can configure only one RS resource set for beam measurement to collect the model input data and model label at the same time, which may be suitable for the sub use case that set B is a subset of set A. In this case, the gNB may need to provide additional indication information to instruct the UE to report measurement results of specific beams, so as to use them as the model input. Therefore, further research on enhanced signaling mechanisms and auxiliary information transmission is needed to enable training data collection at NW side. 
Proposal 11: Support to study resource configuration aspects of data collection at NW side and associated spec impact with potentially enhanced signaling mechanisms and auxiliary information transmission.

3.2 Model inference
· Indication of the predicted beam
For non-AI based beam management, gNB will indicate the beam based on UE reporting. Thus, the indicated beam should have been measured by UE. However, the predicted beam of AI model may not be measured by UE. Thus, it was suggested in RAN1#110b-e to study beam indication for the predicted beam for both the gNB-side model and UE-side model and the following proposal was initially discussed.
	Proposal: 
In order to facilitate AI/ML operations for BM-Case1 and BM-Case2, study the following additional aspect:
· Beam indication of the predicted DL Tx beam(s) from network to UE
· FFS: other aspects
Note: This may or may not have specification impact.


The meaning of beam indication in the above proposal is not clear, which makes it hard to be aligned across companies. For the NW-side model inference, at least the following aspects for the beam indication of the predicted beam can be considered.
1) Beam indication of the unmeasured Tx beam. Indication of the predicted Tx beam is necessary for UE to obtain QCL relation for PDSCH/PDCCH/CSI-RS reception. However, in the Tx beam prediction, the predicted Tx beam may not be explicitly measured by UE, which makes the associated QCL relation unavailable. A possible solution for this issue is to configure additional aperiodic RS resources for beam measurement over the predicted top-1/K beams.
2) Beam indication of the predicted beam pair. In the beam pair prediction, NW-side model could simultaneously predict the optimal Tx beam and Rx beam. However, since the Rx beam is up to UE implementation in current specification, it is impossible to directly indicate the optimal Rx beam information to UE. Therefore, instead of initiating a P3 beam sweeping procedure, it may be desirable for the study of beam indication of the predicted beam pair to facilitate Rx beam selection and avoid additional RS overhead for beam sweeping.
3) Beam indication of multiple future time instances. In the sub use case of temporal beam prediction, the optimal beams at multiple future time instances can be predicted in advance with the AL/ML model. Thus, more flexible beam indication and subsequent beam switching methods can be studied. For instance, a list of TCI states and corresponding time stamps can be indicated by the same signaling to be applied in future time instances.
Proposal 12: In order to facilitate AI/ML operations for BM-Case1 and BM-Case2, study the following additional aspects:
· Beam indication of the unmeasured Tx beam from network to UE
· Beam indication of the predicted DL beam pair from network to UE
· Beam indication of multiple future time instances
· L1 beam reporting enhancement
In RAN1#110b-e, L1 beam reporting enhancement for NW-side model inference was discussed and the following working assumption was obtained.
	Working assumption:
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the following L1 beam reporting enhancement for AI/ML model inference
· UE to report the measurement results of more than 4 beams in one reporting instance
· Other L1 reporting enhancements can be considered


If the AI model inference is carried out at the NW side, sufficient beam measurement results are required as model input. To this end, UE needs to report a large amount of beam measurement information to gNB. It was agreed in RAN1#110b-e to study how to report the measurement results of more than 4 beams in one reporting instance. Apart from that, the following aspects of L1 reporting enhancements can be further studied.
1) Reporting resolution enhancement. For L1-RSRP reporting in Rel-17, the maximum RSRP and the differential RSRP are respectively quantized into 7-bit and 4-bit payloads. This quantization method leads to errors in beam reporting, which are ignored in the existing evaluation assumptions. This may lead to the possibility that the obtained beam prediction accuracy may be overestimated. Therefore, the impact of quantization errors on beam prediction accuracy and how to improve the reporting resolution also need to be further considered.
2) Reporting overhead reduction. For NW-side model inference, UE has to feedback enough beam measurement results to be served as the model input, leading to significantly increased reporting overhead. Besides, the number of reported beams in one reporting instance is also restricted by UE capability. Therefore, reporting overhead reduction method should be studied to balance the beam prediction performance at gNB and beam reporting overhead at UE. 
3) Assistance information reporting. Enhanced reporting mechanisms need to be investigated to facilitate the reporting of assistance information, which can be either implicit or explicit. More specifically, for NW-side model inference, the UE may need to feedback Rx beam-related information to gNB, which may include Rx beam ID, beam direction, beam pattern, and so on. Note that the reporting of Rx beam-related information is also benefit for NW-side model generalization improvement. Besides, as agreed in RAN1#110b-e, information about the timestamp corresponding to the reported beam can also be considered for assistance information reporting, which can be explicit or implicit.
Proposal 13: For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the following L1 beam reporting enhancements for AI/ML model inference:
· Reporting resolution enhancement
· Reporting overhead reduction
· Assistance information reporting
· Other reporting enhancements to handle inference latency

3.3 Model monitoring
Limited by generalization capability of the deployed AI model, the beam prediction performance may be significantly degraded if the UE mobile behavior or propagation environment changes. Therefore, model monitoring is essential for performance assurance and related agreements were achieved in RAN1#110b-e as follows.
	Agreement:
For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the NW-side model monitoring:
NW monitors the performance metric(s) and makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation

Agreement:
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation



To perform model monitoring, a feasible approach is to periodically transmit or activate a resource set consisting of a set of CSI-RS or selected SS blocks that correspond to different downlink beams at the whole beam space. By adopting the traditional exhaustive beam search method, the realistic optimal beam is obtained and compared with the predicted beam obtained by AI inference. If the AI inference fails, or the error probability of the AI inference exceeds a certain threshold during multiple model monitoring occasions, the gNB or UE should do model switching, model update or fallback to the traditional beam management methods.
Observation 8: Model monitoring can be performed by comparing the predicted optimal beam with the realistic optimal beam, which is obtained by measuring one or more resource sets consisting of CSI-RS or selected SS blocks that correspond to different downlink beams at the whole beam space.
Although the procedure for model monitoring is not clear yet, it probably contains two steps: 1) monitoring the performance metric; 2) making decision of model operation (e.g., model activation/deactivation). As shown in the above agreements, the model monitoring may be different when the AI/ML model inference is performed in different side. Nevertheless, there seems no common understanding on whether ‘monitoring performance metric’ means the performance metric calculation and whether ‘making decision of model operation’ means the model operation request/execution. Therefore, to align understanding across companies, it is necessary to further clarify the model monitoring procedure and the meaning of ‘monitoring performance metric’ and ‘making decision’.
Proposal 14: To align understanding across companies, it is necessary to further clarify the model monitoring procedure and the meaning of ‘monitoring performance metric’ and ‘making decision’.
Proposal 15: For the study of model monitoring, at least the following aspects should be considered:
· Which entity is responsible for metric calculation
· What is the UE reporting for NW-side model and UE-side model, e.g, performance metric, intermediate results, validation of the model.
· Which entity can make a final decision of model selection/activation/deactivation/switching/fallback operation
The model monitoring method is directly related to the deployment node of the AI model. For a NW-side AI/ML model, it is nature to support the model monitoring at the NW side. More specifically, since the model inference is only available at the NW side, NW should be responsible for calculating the performance metric and making final decision of model selection/activation/ deactivation/switching/fallback operation.
Proposal 16: For BM-Case1 and BM-Case2 with a network-side AI/ML model, NW CALCULATES the performance metric and makes decision of model selection/activation/ deactivation/switching/ fallback operation.
For a UE-side AI/ML model, both the NW-side model monitoring in Alt.2 and hybrid model monitoring in Alt.3 can be considered. More specifically, in Alt.2, the UE may report the predicted optimal beam information and the measured optimal beam information (i.e., labels) in a single reporting instance. Then, the gNB judges whether the performance of the deployed UE-side model is reliable according to UE reporting and makes decision of model selection/activation/deactivation/switching/fallback operation. In Alt.3, the UE notifies the gNB of the model monitoring result or validation of the model implicitly or explicitly in a reporting instance. Based on UE reporting, the gNB makes decision of further model operations.
Proposal 17: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, support to study both the NW-side model monitoring in Alt.2 and hybrid model monitoring in Alt.3.

4 Conclusions
In this contribution, we discuss the potential specification impacts and enhancements for AI/ML based beam management. We have the following observations and proposals.
Observations:
Observation 1: The Tx beam prediction can be achieved by initiating P2 beam sweeping procedure for beam measurement and data collection.
Observation 2: Since the UE Rx beam is up to implementation in current specification, the P1 beam sweeping procedure is still conceptual and there is no explicit signaling/configuration for P1 in current specification.
Observation 3: For the UE-side beam pair prediction, it brings less standardization work and does not involve sensitive proprietary information disclosure issues.
Observation 4: The number of beams for measurement (i.e., set B) and for prediction (i.e., set A) is related to the trade-off between inference performance and RS overhead for beam measurement. 
Observation 5: For Alt.3 in BM-Case2, a feasible working mode is to configure/transmit the RS resource set (i.e., set A/B) only in the measurement window to minimize the RS overhead for beam measurement.
Observation 6: For Alt.2 in BM-Case2, a feasible working mode is to configure/transmit the RS resource set (i.e., set B) in both the measurement window and the prediction window.
Observation 7: For data collection at NW side, reporting of model label from UE can be specified as the genie-aided best beam ID from set A, all measurement results of set A or other post-processing of measurement results of set A, which depends on the model training strategy.
Observation 8: Model monitoring can be performed by comparing the predicted optimal beam with the realistic optimal beam, which is obtained by measuring one or more resource sets consisting of CSI-RS or selected SS blocks that correspond to different downlink beams at the whole beam space.

Proposals:
Proposal 1: Both DL Tx beam prediction and beam pair prediction can be supported without any further down-selection.
Proposal 2: To facilitate the beam pair prediction, P1 may need to be specified clearly in the spec with potentially enhanced RS resource set configuration and reporting mechanism.
Proposal 3: For the NW-side beam pair prediction, it may be desirable to implicitly indicate the Rx beam ID to facilitate data collection at the NW side and avoid UE proprietary information disclosure issue.
Proposal 4: For BM-Case1, the sub-sampling based method in Alt.2 can be a starting point for the study of spatial domain beam prediction.
Proposal 5: For BM-Case2, both Alt.2 and Alt.3 can be further evaluated in agenda 9.2.3.1, including beam prediction accuracy, RS overhead reduction, and model generalization performance in various scenarios/configurations.
Proposal 6: For Alt.3 in BM-Case2, it is necessary to study flexible RS resource set and report configuration within the measurement window and prediction window, regardless of NW-side model or UE-side model.
Proposal 7: For Alt.2 in BM-Case2, if set B can be randomly changed, support to study enhanced resource configuration and activation method to flexibly activate/deactivate arbitrary beams or beam subset among pre-configured patterns in set A beams (pairs).
Proposal 8: For BM-Case1 and BM-Case2, focusing the AI input and output on measured RSRP and/or beam ID is a good starting point, in which case the standardization workload and AI model complexity would be relatively low.
Proposal 9: For data collection at NW side, support to study explicit or implicit Rx beam ID reporting method, especially for the sub use case of beam pair prediction.
Proposal 10: If all measurement results of set A/B need to be reported to gNB, suggest to further study reporting overhead reduction, e.g., beam ID can be obtained implicitly from the reporting order of all measured RSRPs.
Proposal 11: Support to study resource configuration aspects of data collection at NW side and associated spec impact with potentially enhanced signaling mechanisms and auxiliary information transmission.
Proposal 12: In order to facilitate AI/ML operations for BM-Case1 and BM-Case2, study the following additional aspects:
· Beam indication of the unmeasured Tx beam from network to UE
· Beam indication of the predicted DL beam pair from network to UE
· Beam indication of multiple future time instances
Proposal 13: For BM-Case1 and BM-Case2 with a network-side AI/ML model, study the following L1 beam reporting enhancements for AI/ML model inference:
· Reporting resolution enhancement
· Reporting overhead reduction
· Assistance information reporting
· Other reporting enhancements to handle inference latency
Proposal 14: To align understanding across companies, it is necessary to further clarify the model monitoring procedure and the meaning of ‘monitoring performance metric’ and ‘making decision’.
Proposal 15: For the study of model monitoring, at least the following aspects should be considered:
· Which entity is responsible for metric calculation
· [bookmark: _GoBack]What is the UE reporting for NW-side model and UE-side model, e.g, performance metric, intermediate results, validation of the model
· Which entity can make a final decision of model selection/activation/deactivation/switching/fallback operation
Proposal 16: For BM-Case1 and BM-Case2 with a network-side AI/ML model, NW CALCULATES the performance metric and makes decision of model selection/activation/ deactivation/switching/ fallback operation.
Proposal 17: For BM-Case1 and BM-Case2 with a UE-side AI/ML model, support to study both the NW-side model monitoring in Alt.2 and hybrid model monitoring in Alt.3.
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