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Summary of contributions in RAN1#110-bis-e
Definitions of terms, symbols and abbreviations

From RAN1 #109-e, the following agreements were made:

Working Assumption 
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion. 
The description of the terminologies may be further refined as the study progresses.
New terminologies may be added as the study progresses.
It is FFS which subset of terminologies to capture into the TR.
 
Table: Working list of terminologies
	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 

	AI/ML model training
	A process to train an AI/ML Model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML model Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	Model download
	Model transfer from the network to UE

	Model upload
	Model transfer from UE to the network

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple interactions of the model, but no exchange of local data samples.

	Offline field data
	The data collected from field and used for offline training of the AI/ML model

	Online field data
	The data collected from field and used for online training of the AI/ML model

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Unsupervised learning
	A process of training a model without labelled data.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.

	Model activation
	enable an AI/ML model for a specific function

	Model deactivation
	disable an AI/ML model for a specific function

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function




Also, the following table contains terminologies that were discussed in RAN#1 109-e but did not reach agreement. The following table contains tentative definitions as proposed by the Moderator at the end of the final round of e-mail discussion (no agreement).
	On-UE training
	Online/offline training at the UE. 
This does not include training at an external location outside UE.

	On-network training
	Online/offline training at the network

	Model deployment
	Delivery of a fully developed and tested model runtime image to a target UE/gNB where inference is to be performed. 

	Model update
	Retraining or fine tuning of an AI/ML model, via online/offline training, to improve the model inference performance.




From RAN1 #110, the following agreements were made:
Working Assumption
	Terminology
	Description

	Online training
	An AI/ML training process where the model being used for inference) is (typically continuously) trained in (near) real-time with the arrival of new training samples. 
Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.



Note: It is encouraged for the 3gpp discussion to proceed without waiting for online/offline training terminologies.

Working Assumption
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion.
	Terminology
	Description

	AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.




The Moderator captured all the agreed working list of Agreements into Table 2 in the Appendix.

In RAN#1 110-bis-e, subsequently, new terminologies, and suggestions for modification of the agreed working terminologies were proposed by several companies, summarized in the following subsections.


General proposals
Spreadtrum:
Proposal 1: For the terminologies related to AI/ML in air interface field, support to confirm the Working assumption.

AT&T:
Proposal 1: Confirm the working assumptions for the definitions of Online training, Offline training, and AI/ML model delivery and remove the note on fine-tuning for the definition of Online training.

CAICT:
Proposal 1: The working assumptions on online and offline training could be agreed.

Mediatek:
[bookmark: OLE_LINK122]Proposal 1: RAN1 takes the principle into consideration that the definition for the terminology describes what to do and explains why to do when necessary.  


FL comment 3-1:
The description of the terminologies may be further refined as the study progresses. The current working assumptions are subject to change/refinement and will be confirmed at a later stage of the SI.
Please provide any feedback.

	Company
	Comments

	
	

	
	





Proposals for changes
Ericsson:
	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics, inference and performance monitoring.

	AI/ML model training
	A process that uses featured data in terms of training and validation datasets to train an AI/ML model.

	AI/ML model testing
	A stage after the model training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	AI/ML model Inference
	A process of using a deployed AI/ML model to produce a set of outputs based on a set of featured inputs




Mediatek:
Proposal 2: The definitions of on-line and offline training consider whether the AI/ML model being used for inference is under training operation: 
· [bookmark: OLE_LINK123]Online training: An AI/ML training process where the model being used for inference) is (typically continuously) trained in (near) real-time with the arrival of new training samples. 
· Offline training: An AI/ML training process where the model is not being used is trained based on collected dataset, and where the trained model is later used or delivered for inference.

Panasonic:

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by the networkgNB, or vice versa.



NTT DOCOMO:
Model activation: enable an AI/ML model for a specific function among registered models
Model deactivation: disable an activated AI/ML model for a specific function
Model selection: select one among registered models with the same function for activation

FL comment 3-2: 
To prioritize progress of more important issues, discussion of terminology changes will be deprioritized. Please indicate if you have terminology changes that are essential for the progress of the study.

	Company
	Comments

	
	

	
	





New terminologies
On-UE training
	Huawei
	Online/offline training at the UE side. This does not include training at an external location outside UE.



On-network training
	Huawei
	Online/offline training at the Network side




Ericsson:
	Data validation
	Drift detection of input data used for making inference to observe any statistical measure differences from the training datasets.




CAICT:
Proposal 3: Separate training and joint training could be added to terminology list.


Nokia:
Proposal 2: RAN1 to update the list of the terminologies with the following definitions
	Proprietary models
	The ML models of proprietary format, including the model structure and parameters descriptions, and run-time instructions
NOTE: The proprietary model can be supplemented with metadata that allows third parties to manage those with respect to the air interface without changing the model itself.

	Open-format models
	ML models of specified format that allow their interoperability among devices of different vendors. 
NOTE: An example of an open format for ML models is ONNX.

	AI/ML model drift
	The performance variations of an AI/ML model due to changes in the environment over time.  




FL comment 3-3: 
To prioritize progress of more important issues, discussion of terminology will be deprioritized except for essential ones. FL does not think any of the above proposed terminology definitions to be essential for the progress of the study. Please indicate if you think defining some of the above terminologies is essential for the progress of the study.

	Company
	Comments

	
	

	
	



Discussion
Currently empty


General AI/ML Framework
Description of the stages of Machine Learning

Functional framework
Spreadtrum:
Proposal 3: The general framework of TR37.817 (i.e., Section 4 of TR37.817) also can be as the starting point of AI functional framework for the study. Further enhancements also can be considered if needed.

LG:
Proposal #1: Adopt the 4 functions and their relation defined in TR37.817 as a starting point for AI/ML functional framework.
· The functional framework may be modified later based on the progress of LCM
Proposal #2: AI/ML model can be categorized based on different scenarios in that which entity (i.e. either UE or NW) has which AI/ML function(s). 

Proposal #3: Following states can be considered for defining stages of AI/ML algorithms
· Model training & deployment stage 
· Model inference stage
· Further consider whether to define another stage for model monitoring & update which could include model termination
CATT:
Proposal 4: Compared to RAN3 framework, model management becomes much more complicated and should be considered carefully in RAN1 framework.
Proposal 5: Wait until sufficient progress is made on LCM before deciding how to capture it into functional framework.

Intel:
Proposal-1: The following functional frameworks are proposed based on NW-UE interaction (block diagrams, not agreed last time)
1. Single sided model at NW (identical to RAN3 with small air-interface impact)
1. Single sided model at UE (identical to RAN3 with small air-interface impact)
1. Two-sided model (more significant air-interface impact)
Proposal-3: Consider defining a Model LCM flow chart based on the agreed terminologies of data-collection, model training, model deployment, model registration, model selection/activation/deactivation, model inference, model monitoring, model update and model transfer

Lenovo:
Proposal 4: Consider a high-level functional framework, including three main AI/ML functions, data collection, model management and model inference, for further refinement.

Proposal 5: 	Using the high-level functional framework in Figure 1 as the basic to discuss the specification impacts, considering where each function resides, either in UE or Network, or both sides.

CMCC:
Proposal 5: On Rel-18 AI/ML for air interface, whether a new framework based on the functional framework for RAN intelligence is needed can be studied.

TCL Communication:
Proposal 1: A new common functional framework of AI/ML for air-interface need to be studied.
Proposal 2: A common functional framework of AI/ML over air-interface may include the following functions: data collection, model training. model inference, model monitoring and actor.

NVIDIA:
Proposal 1: The defining stages of AI/ML related algorithms, including the model generation, e.g., model training (including input/output, pre-/post-process, online/offline, etc.), model validation, model testing, the model inference operation, e.g., input/output, pre-/post-process, and the associated complexity, needs to be analysed case by case.



FL comment: This proposal had unanimous support but did not have a chance for a formal agreement.
Proposal 3-4: (same as 2-1a from RAN1 #110)
Wait until sufficient progress is made on LCM before deciding how to capture it into functional framework.

	
	Yes
	No

	Agree?
	 vivo, CATT, Huawei, HiSilicon, Fujitsu, DCM, Panasonic, Lenovo, Mediatek, Ericsson, ETRI, Samsung, Intel, KDDI
	

	Company
	Comments

	vivo
	Support

	LG
	In our view, as we explained in our tdoc, we suggest to adopt functional framework in TR37.817 as a “starting point” for further discussion. Of course, the framework can be modified and/or refined based on further progress of LCM. We think that adopting the functional framework could make the terminology definition discussion easier since some terms such as model deployment/update can be defined in relation between functions (i.e. between model training function and model inference function), e.g. 
Model deployment is defined in TR37.817 “An action to deliver an initially trained, validated, and tested AI/ML model to the Model Inference function”

	Nokia
	Ok with the proposal. However, the border between LCM and fundamental framework is not clear. To our reading, the difference as follows. Functional framework should capture only those parts of LCM that have specification impact (simplified version of LCM).




Proposal 3-5:
It is observed that functional framework may depend on
· Network-side model, UE-side model, two-sided model
· Network-UE collaboration levels
How to capture the above dependencies, and whether to capture them within a single unified framework or in multiple separate functional frameworks, is FFS and will be discussed after sufficient progress is made on LCM.

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	
	

	
	




High level principles

Collaboration levels

In RAN#1 109-e, the following collaboration levels have been agreed, with notes for further discussions and studies.

Agreement
[bookmark: _Hlk111760337][bookmark: _Hlk111760338]Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1. Level x: No collaboration
2. Level y: Signaling-based collaboration without model transfer
3. Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 


In RAN#1 110, the following agreement was made on model Life Cycle Management (LCM).
Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses. 

Subsequently, in RAN#1 110-bis-e, companies brought proposals as summarized below.


Collaboration level definitions
Futurewei:
Keep the original definition
[bookmark: _Hlk101981284]Proposal 2: Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1.	Level x: No collaboration
2.	Level y: Signalling-based collaboration without model transfer
3.	Level z: Signalling-based collaboration with model transfer
Note: The sub-levels of collaboration can be further discussed after sufficient progress in LCM is made.
Note: Clarification is needed for Level x-y boundary 
Note: Clarification is needed for Level y-z boundary (i.e., what constitutes model transfer).

Huawei:
Proposal 10: Keep the current levels x/y/z and do not create the sub-levels, while model training/updating/inference can be studied with independent dimensions from collaboration level.
Proposal 11: Further study the following two types of model inference:
· One-sided model inference
· Two-sided model inference

OPPO:
Proposal 7: Study the collaboration levels for AI/ML inference and training separately. Confirm that the agreement in RAN1#109-e defines the collaboration levels for AI/ML inference in general framework. 
· Non-3gpp-based model delivery (e.g., via application layer from OAM or OTT sever) is not viewed as model transfer, hence is categorized into level y.
· Further refinement of the collaboration levels can be considered in each use case.
· FFS collaboration levels for training.

LG:
Proposal #6. Consider two different cases of Level y:
· Case y-1: either NW or UE has AI/ML capability
· Case y-2: both NW and UE have AI/ML capability
Proposal #7. Consider two different cases of Level z:
· Case z-1: one-sided model
· Case z-2: two-sided model

Intel:
Proposal-2: Consider the following network – UE collaboration levels as an enhancement to the agreed collaboration levels (split Level-1 and Level-2 of last agreement)
1. Level 0: No collaboration
1. Level 1a: Signalling-based collaboration for single-sided model without model transfer
1. Level 1b: Signalling-based collaboration for two-sided model without model transfer
1. Level 2: Signalling-based collaboration for two-sided model with model transfer

Sony:
Proposal 1: RAN1 should prioritise the study of collaboration scenarios between transmitter and receiver to identify issues and solutions.

Lenovo:
Proposal 8: 	To facilitate the discussion on the potential specification impacts, the sub-levels in collaboration Level y/z could be further considered.
Proposal 9: 	Further identify the sub-levels of network-UE collaboration according to the signals needed for different AI/ML functions, data collection, model management and/or model inference, as
- Level y0: Signaling-based collaboration for data collection without model transfer
- Level y1: Signaling-based collaboration for model management without model transfer
- Level y2: Signaling-based collaboration for both model management and inference operation without model transfer
- Level z1: Signaling-based collaboration for model management with model transfer
- Level z2: Signaling-based collaboration for both model management and inference operation with model transfer

NEC:
Proposal 1: Support to define network-UE collaboration levels based on one-sided AI/ML model or two-sided AI/ML model.

CAICT:
Proposal 4: Collaboration level z could include be further categorized to z-a and z-b with the additional restriction of one-side and two-side model. 

Nokia:
Proposal 20: RAN1 to endorse the following collaboration levels
1.	Level x: No collaboration, but specification impact on the performance requirements is possible (i.e., RAN4/5)
2.	Level y: Signaling-based collaboration and proprietary format of ML models
3.	Level z: Signaling-based collaboration and open-format ML models

ETRI:
Proposal 6: For the level z of the NW-UE collaboration level in AI/ML for NR air interface, introduce the sub-level z-1 and z-2 to differentiate 3GPP-based model transfer and non-3GPP-based model transfer:
· Level z: Signaling-based collaboration with model transfer
· Level z-1: AI/ML model is delivered via 3GPP-based solution
· Level z-2: AI/ML model is delivered via non-3GPP-based solution

MediaTek:
Proposal 10: Extend the signaling-based collaboration levels to consider one-sided and two-sided models:
· Level x: No collaboration
· Level y-a: Signaling-based collaboration for one-sided model without model transfer
· Level y-b: Signaling-based collaboration for two-sided model without model transfer
· Level z-a: Signaling-based collaboration for one-sided model with model transfer
· Level z-b: Signaling-based collaboration for two-sided model with model transfer

NVIDIA:
Proposal 8: It is sufficient to refer to different UE-gNB collaboration categories as different types instead of different levels, because different levels imply ordering while different types do not.

InterDigital:
Proposal 1: High level classification of collaboration levels x, y and z are sufficient for discussion at the study item level. 
Proposal 2: Collaboration levels x, y, z can be combined with other terminologies e.g., UE side model, NW side model, two-sided model etc. to characterize specific deployments, if needed.

Samsung:
Proposal #2:  Further define sub-levels for Level x and Level y for one-sided and two-sided models as
Level x: No collaboration
Level y-1: Signalling-based collaboration for one-sided model without model transfer
Level y-2: Signalling-based collaboration for two-sided model without model transfer
Level z-1: Signalling-based collaboration for one-sided model with model transfer
Level z-2: Signalling-based collaboration for two-sided model with model transfer

Rakuten:
Proposal 1 
Further clarification of the AI/ML collaboration Level y includes:
· Level y-1: NW based AI/ML application
· Level y-2: Dual-sided AI/ML application
· Level y-3: UE based AI/ML application

NTT DOCOMO:
Proposal 8: Define NW-UE collaboration level based only on model transfer. 
Proposal 9: NW-UE collaboration levels should be defined as follows.
Level x: No collaboration
Level y: Signaling-based collaboration without model transfer
Level z-1: Signaling-based collaboration with model transfer to update only parameters
Level z-2: Signaling-based collaboration with model transfer to update parameters and model structure


FL comment 3-6:
Some companies want to confirm the current 3 collaboration levels, some other companies want to define sub-levels, and some other companies want to define additional collaboration levels via other aspects (e.g., one-sided or two-sided models). It will be hard to reach an agreement on this. The FL’s suggestion is to leave the current collaboration levels x,y,z as is for now, and revisit them after LCM discussion is sufficiently progressed, at which point the group can discuss how to capture the LCM agreements into collaboration levels. In particular, it is well acknowledged that one-sided and two-sided models have very different LCMs. Whether we explicitly capture it into collaboration level or in another form can be discussed later. At the current stage, the FL does not see further definition of collaboration levels helping the progress of the study.
Proposal 3-6:
Wait until sufficient progress is made on LCM to discuss how to capture one-sided and two-sided models, whether into explicit collaboration levels or in other ways.

	
	Yes
	No

	Agree?
	 Vivo, CATT, Huawei, HiSilicon, Fujitsu, DCM, Panasonic, Lenovo, Mediatek, Ericsson, ETRI, Samsung,Intel, KDDI
	

	Company
	Comments

	vivo
	Fine with this

	LG
	Given the diverged companies’ views, refining agreed collaboration levels further seems very difficult in this meeting but not sure whether we need explicit agreement on the proposal. 

	Nokia
	We are OK with current levels. We could revisit those later if there is a need for that. 

	Mediatek
	[bookmark: OLE_LINK6]Fine with this. But just indicated by FL, one-sided and two-sided models have very different LCMs and requires quite different interactions in each collaboration level. That’s why we think sub-levels should be defined via one-sided or two-sided operation. 




Level x-y boundary
Spreadtrum:
Proposal 4: Level x is implementation-based AI/ML operation without any collaboration between network and UE.
· Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration, such as enhanced feature reporting for positioning that may be introduced out of the Rel-18 AI/ML air interface study.

China Telecom:
Proposal 3: The boundary of level x-y may be defined as: whether AI-related assistance information transfer between UE and gNB is required. And the AI-related assistance information is the signalling related to Model Inference and Model Generation, which has specification impact.

Google:
Proposal 1: Support the following collaboration levels for AI/ML:
· Level 0: Collaboration without AI/ML life cycle management related signaling and without AI/ML model transfer
· Level 1: Collaboration with AI/ML life cycle management related signaling and without AI/ML model transfer
· Level 2: Collaboration with AI/ML life cycle management related signaling and AI/ML model transfer

Ericsson:
1. [bookmark: _Toc115449659][bookmark: _Hlt115263131][bookmark: _Hlt115263132]Adopt Table 1 as the clarification between Network-UE collaboration level x, y and z. 
[bookmark: _Ref115158459]Table 1: Split between collaboration level x, y and z according to the specification impact
	Collaboration 
	Level x
	Level y
	Level z

	Specification impact
	None
	Procedures and protocol design to support the LCM scenarios within level y.
As an example, for UE based LCM scenarios signalling of model IDs, model monitoring, model activation/deactivation, model switching, model selection, etc.
	Level y + 3GPP mechanisms for model delivery



Lenovo:
Proposal 9: 	Further identify the sub-levels of network-UE collaboration according to the signals needed for different AI/ML functions, data collection, model management and/or model inference, as
- Level y0: Signaling-based collaboration for data collection without model transfer
- Level y1: Signaling-based collaboration for model management without model transfer
...

CMCC:
Proposal 1: Level x is implementation-based AI/ML operation without any collaboration between network and UE.
(Note: The AI/ML operation may rely on future specification not related to AI/ML operation, such as enhanced feature reporting for positioning that may be introduced out of the Rel-18 AI/ML air interface study.)

Nokia:
Proposal 17: RAN1 to agree that Level x ML solutions are not visible from signalling point of view but may have an impact on the performance requirements (i.e., RAN4/5 specifications)

Proposal 18: Collaboration level Y includes any new signaling for new reporting, data collection, capability information, assistance information, performance monitoring, proprietary model delivery, and model management. 

TCL Communication:
Proposal 3: The level x-y boundary is whether the AI/ML operation is implementation-based without specification impacts.

Mediatek:
Proposal 5: The signaling in the context of ‘signaling-based collaboration’ refers to the NAS or AS signaling over the air interface to enable AI/ML operation.  The data alone is not considered as signaling.
Proposal 6: The signaling in the ‘signaling-based collaboration’ considers the following aspects: signaling for data collection, assistant information for training and inference, signaling for model monitoring/updating, signaling for model transfer and UE capability reporting. 

Apple:
Proposal 1: Level x-y boundary: Level x is implementation-based AI/ML operation without any collaboration between network and UE. 
· The AI/ML operation may rely on future specification not related to AI/ML collaboration. 
· The AI/ML approaches can be used as baseline for performance evaluation. 

NVIDIA:
Proposal 2: Level x is implementation-based AI/ML operation, where the AI/ML operation at one side is transparent to the other side.
Proposal 3: Level y is signaling-based collaboration without model transfer, where the signaling includes at least AI/ML model management related signaling.

InterDigital:
Proposal 3: Scope of level x includes any implementation-based AI/ML operation without any collaboration between network and UE. 

Panasonic:
Proposal 4: In Level x, the index and characteristics of inference model are not common understanding between UE and the network using 3gpp signalling. In Level y, the index and characteristics of inference model are common understanding between UE and the network using 3gpp signalling.  

NTT DOCOMO:
Proposal 10: Boundary x-y in NW-UE collaboration levels should depend on whether model is registered or not, in other words level x-y boundary is whether UE and NW are aware of the model or not.


FL comment 3-7: 
In RAN1 #110, majority companies favored Alt2 among
Alt 1: Level x is implementation-based AI/ML operation that can be supported by current (Rel-17) specification without any modification. (Note: AI/ML approaches in this definition can be used as baseline for performance evaluation.)
Alt 2: Level x is implementation-based AI/ML operation without any collaboration between network and UE  (Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration, such as enhanced feature reporting for positioning that may be introduced out of the Rel-18 AI/ML air interface study.)

However, it has been noted by several companies that the boundary between Level x-y is still ambiguous and needs clarification. The question at hand is, if the AI/ML model at UE side was developed via signaling assistance (such as new RS pattern for data collection, beam angle assistance information, ground truth assistance for training) but the AI/ML model usage is transparent to the network (e.g. model is not registered and is not subject to inference-related LCM), does it count as Level y? 

In fact, Lenovo proposed to define sub-levels based on this distinction:
- Level y0: Signaling-based collaboration for data collection without model transfer
- Level y1: Signaling-based collaboration for model management without model transfer

The argument for viewing this scenario as Level x is that the network does not even know if the UE is using AI/ML or not. In fact, UE may not be using AI/ML at all.

The argument for viewing this scenario as Level y is that it involves specification enhancement from the AI/ML study, so it’s not a pure legacy baseline.

CATT wants to view this as Level x, as was nicely illustrated by this CATT’s diagram.
[image: Diagram
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Google has similar view:
· Level 0: Collaboration without AI/ML life cycle management related signaling and without AI/ML model transfer
· Level 1: Collaboration with AI/ML life cycle management related signaling and without AI/ML model transfer
· Level 2: Collaboration with AI/ML life cycle management related signaling and AI/ML model transfer
NVIDIA shares similar view:
Proposal 2: Level x is implementation-based AI/ML operation, where the AI/ML operation at one side is transparent to the other side.
Proposal 3: Level y is signaling-based collaboration without model transfer, where the signaling includes at least AI/ML model management related signaling.
NTT DOCOMO shares similar view:
Proposal 10: Boundary x-y in NW-UE collaboration levels should depend on whether model is registered or not, in other words level x-y boundary is whether UE and NW are aware of the model or not.

Proposal 3-7: 
Option 1:
· Level x is implementation-based AI/ML inference operation transparent to the network. Level x may still have specification impacts related to data collection and assistance information, but the network is unaware of and has no direct control over the AI/ML usage at UE.
· Level y has AI/ML inference operation known to the network via model registration, and its inference operation may be activated, monitored, and deactivated by the network via LCM related signaling.  
Option 2:
· Level x is implementation-based AI/ML operation without any collaboration between network and UE.
(Note: The AI/ML operation may rely on future specification not related to AI/ML collaboration, such as enhanced feature reporting for positioning that may be introduced out of the Rel-18 AI/ML air interface study.)
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Proposed conclusion 3-8: 
Specification impact on the performance requirements is possible for collaboration level x (i.e., RAN4/5).

	
	Yes
	No

	Agree?
	 
	

	Company
	Comments

	
	

	
	





Level y-z boundary and model transfer definition
Qualcomm:
[bookmark: _Toc115429170]Define Level y-z boundary based on 
- Level y: Model delivery is transparent to 3gpp.
- Level z: Model is hosted in 3gpp network and delivered with 3gpp signaling

Huawei:
Proposal 12: If the model delivery method is transparent to air-interface signaling, it should not be categorized to collaboration level z. 

Spreadtrum:
Proposal 2: Suggest to consider the following terminology definition:
· AI/ML model transfer: A generic term referring to delivery of an AI/ML model from one entity to another entity via air interface and the delivery signalling/procedure is not transparent to 3GPP.
Proposal 5: The Level y-z boundary lies in whether the model delivery signalling/procedure is transparent to 3GPP or not.

vivo:
Proposal 1: Level y/z boundary based on whether the model is hosted at a 3gpp network entity and configurable (in a public format) for the entity.

China Telecom:
Proposal 4: The boundary of level y-z may be defined as: whether AI model parameters or structures need to be transferred.

Proposal 5: The collaboration level z with model transfer can be divided into two categories:
1) Unified model structure is known at both gNB and UE side, only model parameters need to be transferred.
2) Both model structure and parameters need to be transferred.

Proposal 6: The category 1 of collaboration z can be prioritized, once the performance of corresponding use cases or sub use cases with AI model transfer can be evaluated well with assumption of above category 2.

OPPO:
Proposal 7: Study the collaboration levels for AI/ML inference and training separately. Confirm that the agreement in RAN1#109-e defines the collaboration levels for AI/ML inference in general framework. 
· Non-3gpp-based model delivery (e.g., via application layer from OAM or OTT sever) is not viewed as model transfer, hence is categorized into level y.
· Further refinement of the collaboration levels can be considered in each use case.
· FFS collaboration levels for training.
CATT:
Proposal 1: A 3GPP-based MRF means a 3GPP-specific MRF built up by 3GPP, or an open/public MRF but formally adopted by 3GPP.
Proposal 2: The definition of ‘AI/ML model transfer’ is updated (marked in red) as follows:
	AI/ML model transfer
	Delivery of an AI/ML model over the air interface with 3GPP standardized mechanism to perform the transfer, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.
Note: This can be with or without 3GPP-based model representation format.



Proposal 6: In collaboration Level y, the AI/ML model is without model delivery, or delivered outside 3GPP standardized mechanism, but registered to 3GPP network. Some LCM components other than model transfer, e.g., model inference and model monitoring, can be within 3GPP scope.
Proposal 7: In collaboration Level z, the AI/ML model is transferred with 3GPP standardized mechanism, with or without 3GPP-based MRF. All LCM components can be within 3GPP scope.

Intel:
	Model Transfer
	Delivery of an AI/ML model over the air interface with 3GPP standardized mechanism to perform the transfer, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.



Lenovo:
	3GPP-based AI/ML model transfer
	Delivery of an AI/ML model over the air interface with 3GPP standardized mechanism to perform the transfer, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.
Note: The 3GPP standardized mechanism needs to be further clarified.  




Lenovo:
Proposal 6: 	To have a common understanding on the model delivery issues, e.g., content, source and mechanism, and evaluate the potential specification impact when deciding the boundary of Level y and z.

Proposal 7: 	Whether 3GPP-based mechanism or not is used to transfer the model can be selected as the boundary of Level y and z, and the mechanism needs for further study.

Proposal 8: 	To facilitate the discussion on the potential specification impacts, the sub-levels in collaboration Level y/z could be further considered.
Proposal 9: 	Further identify the sub-levels of network-UE collaboration according to the signals needed for different AI/ML functions, data collection, model management and/or model inference, as
- Level y0: Signaling-based collaboration for data collection without model transfer
- Level y1: Signaling-based collaboration for model management without model transfer
- Level y2: Signaling-based collaboration for both model management and inference operation without model transfer
- Level z1: Signaling-based collaboration for model management with model transfer
- Level z2: Signaling-based collaboration for both model management and inference operation with model transfer

CAICT:
Proposal 2: The definition of model transfer for collaboration level differentiation should be restricted on model delivery over air interface. 
Proposal 5: model transfer over air interface should be the key difference between collaboration level y and z.

Xiaomi:
	AI/ML model transfer
	Delivery of an AI/ML model between one 3GPP entity and another 3GPP entity over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.



Proposal 8: the boundary between level y and level z is whether there is model delivery between one 3GPP entity and another 3GPP entity over the air interface

CMCC:
Proposal 2: The following clarification can be considered for Level y and Level z.
Level y: Signaling-based collaboration without model delivery over the air interface
Level z: Signaling-based collaboration with model delivery over the air interface

Nokia:
Proposal 1: RAN1 may look into defining other terminologies to resolve ambiguities associated with Model transfer terminology. 
· Differentiate model transfer with a 3GPP standardized mechanism from model transfer without a 3GPP standardized mechanism.

Proposal 19: An ML solution is considered to be level Z if it requires the 3GPP-specified open-format ML model. 

TCL Communication:
Proposal 4: The level y-z boundary is whether specification impacts on model transfer exist.

Mediatek:
· [bookmark: OLE_LINK125][bookmark: OLE_LINK126][bookmark: OLE_LINK127]Proposal 4: The definition of model transfer is kept as the original description, i.e., model delivery over air interface. The network-UE collaboration Level y/Level z is differentiated by whether model transfer is involved. 
[bookmark: OLE_LINK131]Proposal 7: If there is model transfer over the air interface either through CP or UP, it is considered as Level z. 
[bookmark: OLE_LINK132]Proposal 8: For model transfer, RAN1 focuses on what kind of information needs to be delivered for model transfer. RAN1 leaves model transfer channel (CP or UP) and model transfer format to RAN2 discussion. 

NVIDIA:
Proposal 4: Clarify that AI/ML model transfer is defined as delivery of an AI/ML model over the air interface from network to UE or from UE to network.
Proposal 5: Level z is signaling-based collaboration with model transfer, where model transfer is defined as delivery of an AI/ML model over the air interface from network to UE or from UE to network.
Proposal 6: Regarding “Model transfer using control plane or user plane or application layer solutions,” as long as the model transfer is from network to UE or from UE to network, it can be categorized as level z.
Proposal 7: Regarding “Delivering a run-time binary image from a proprietary model server to a UE,” as long as the proprietary model server is not a network-side entity (e.g., proprietary server as a UE-side entity), it does not belong to level z.

InterDigital:
Proposal 4: Scope of model transfer in level z includes the case where model transferred between UE and a 3GPP entity (e.g., gNB, NG-RAN, CN etc.) irrespective of model representation format, model content or mechanism for model transfer.
[bookmark: _Hlk115344176]Proposal 5: Scope of model transfer in level y can include the case where model transferred between UE and a non-3GPP entity using proprietary model format. 

Samsung:
Proposal #3:  If an AI/ML model is delivered via the air interface and the delivery is visible from RAN1 specification point of view, then the corresponding collaboration is Level z. A model transfer can be via a user plane or control plane, or in an executable format or standardized transfer format. 

Rakuten:
Proposal 4
Regarding boundary between Level y and z, from RAN1 perspective, just for discussion purpose, classify depending on whether the use case involves model delivery or not, where the definition of model delivery is kept as defined in the working assumption in RAN1#110.

Panasonic:
Proposal 3: To modify level y and z as following. 
Level y: Signaling-based collaboration without "3gpp based model" transfer
Level z: Signaling-based collaboration with "3gpp based model" transfer
Note that the protocol layer to deliver 3gpp based model is up to RAN2/SA2 discussion.

KDDI:
Proposal 3
For collaboration level z, controllable model parameters should be aligned with collaboration level y.
Proposal 4
Regarding boundary between Level y and z, from RAN1 perspective, just for discussion purpose, classify depending on whether the use case involves model delivery or not, where the definition of model delivery is kept as defined in the working assumption in RAN1#110.


NTT DOCOMO:
Proposal 2: Take either one from the following alternatives to clarify the model transfer.
Alt.1: Add “The model transfer is supposed to be specified in 3GPP if supported.” in the definition of model transfer
Alt.2: Define 3GPP-based model transfer and non-3GPP-based model transfer in addition to model transfer
Proposal 11: Boundary y-z in NW-UE collaboration levels should depend on whether model transfer with 3GPP specified signalling is required or not, in other words, level y-z boundary is whether UE and NW are aware of the model structure and/or parameters of the other side or not.


FL comment 3-9: 
From companies’ proposals and analysis, there are several candidate criteria which could be used for Level y and z boundaries. These include:
· Model delivery source: Model delivery from a proprietary server (level y) vs. Model delivery from a network entity (level z)
· Model delivery format: Model delivered in vendor-specific proprietary format, e.g. run-time image (level y) vs. in a standardized format, e.g. ONNX, TBD 3gpp format (level z)
· Model delivery content: Pre-developed and tested run-time image (level y) vs. explicit model structure and parameters (level z)
· Model delivery mechanism: transparent to 3gpp (level y) vs. via 3gpp signaling either control plane or user plane (level z)
Therefore, the question is which of the above criteria should serve as the level y/z boundary. For example, a model stored in a vendor-specific proprietary format in a network entity and delivered via 3gpp signaling could be viewed as either level y or level z depending on which criterion is used.

From the company contributions, nearly all the companies proposed to use model delivery source/mechanism for level y/z boundary.  That is, model y/z boundary is based on whether the model delivery mechanism is transparent to 3gpp or based on 3gpp signaling, or equivalently, based on whether the model is delivered from outside the network or from the network: 

This is nicely captured in CATT’s contribution:
[image: Diagram
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Xiaomi phrases the same in another way:
“the boundary between level y and level z is whether there is model delivery between one 3GPP entity and another 3GPP entity over the air interface”

Therefore, the following proposal seems agreeable.

Proposal 3-9: 
Define Level y-z boundary and model transfer based on whether model delivery is transparent to 3gpp or has 3gpp spec impact.

Accordingly, modify the AI/ML model transfer terminology definition to reflect this.

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface with 3GPP standardized mechanism, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.
Note: Model being transferred may be in a proprietary format or a standardized format.



	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	Mediatek
	[bookmark: OLE_LINK11]We generally agree the intention. But this definition also requires further clarification on some terms, such as 3GPP standardized mechanism, proprietary format, and a standardized format. The description is proposed to be revised as follow:
‘’Delivery of an AI/ML model over the air interface with 3GPP standardized mechanism, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.
Note: Model being transferred may be in a proprietary format or a standardized format.

	
	

	
	





ML model Life Cycle Management
China Telecom:
Proposal 1: The process of LCM of an AI/ML model consists of six phases, including Data Collection, Model Training, Model Configuration/Deployment, Model Inference, Model Monitoring, and Model Update/Selection.

LG:
Proposal #5: Consider multiple learning stages or classes, where each stage or class may be defined based on respective performance reference/requirement, training status, etc.

Fujitsu:
Proposal 1: LCM for the one-sided model and LCM for the two-sided model can be studied separately.
TCL Communication:
Proposal 10: The LCM need to consider at least one of the following factors in RAN1,
· Real-time/non real-time;
· Online/offline operations;
· Model type.

ETRI:
Proposal 1: For the LCM of AI/ML model in NR air interface, study the model management after model deployment first, including:
· Model performance monitoring
· Model activation/deactivation

Mediatek:
[bookmark: OLE_LINK128]Proposal 11: Study LCM for one-sided model and two-sided model separately from the aspects of data collection, model training, model monitoring and model inference. 

[bookmark: OLE_LINK129]Proposal 12: The mechanisms for model transfer, model configuration, model activation/deactivation, fallback and UE capability reporting should be common for different use cases with either one-sided or two-sided model. 

NVIDIA:
Proposal 14: Coordinate with SA5 on AI/ML model life cycle management.
Proposal 15: For AI/ML model training in each NR air interface enhancement, study potential specification impact related to training data type/size, training data source determination, and assistance signalling and procedure for training data collection.
Proposal 16: For AI/ML based enhancements for NR air interface, study potential specification impact related to assistance signalling and procedure for model configuration, model activation/deactivation, model recovery/termination, and model selection.
Proposal 17: For AI/ML based enhancements for NR air interface, study potential specification impact related to assistance signalling and procedure for model performance monitoring and model update/tuning.
Proposal 18: For AI/ML based enhancements for NR air interface, study potential specification impact related to report/feedback of model input for inference, type of model input, and model input acquisition and pre-processing.
Proposal 19: For AI/ML based enhancements for NR air interface, study potential specification impact related to report/feedback of model inference output and post-processing.
Proposal 20: For AI/ML based enhancements for NR air interface, study potential specification impact related to UE capability for AI/ML based beam prediction including model training, model inference and model monitoring.

Apple:
Proposal 5: For one sided model without model transfer, if the training/inferencing is at the NW side, the main specification impact is on additional UE report for data collection. Other aspects of life cycle management can be up to NW implementation.  

Proposal 6: For one side model without AI model transfer, when the training and inferencing is at the UE, assisted information for data collection might be enabled per use case. Model training and model deployment are up to UE’s implementation  
· If inferencing results is feedback to NW for NW action, NW can perform performance monitoring, activate/de-activate AI model for inferencing.
· If inferencing results is used by the UE, UE can perform performance monitoring, perform model update, and send activation and de-activation request to NW.   
Samsung:
Proposal #6: Study different levels of requirements involved with the life cycle management for one-sided and two-sided models, respectively. 

Proposal 3-10: 
Study different levels of requirements involved with the life cycle management for one-sided and two-sided models, respectively.
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Data collection
Qualcomm:
[bookmark: _Toc115429171]For model development and training of UE-side models, take proprietary data collection from UEs by non-specified data collection entities as a starting point.
[bookmark: _Toc115429172]For model development and training of two-sided models for which the first part of inference is firstly performed by UE, take proprietary data collection from UEs by non-specified data collection entities as a starting point.

[bookmark: _Toc115429173]Study meta data assistance to UEs, such as zone ID, scenario ID, and configuration ID, to help develop/train scenario- and configuration-specific models. This is applicable to both UE-side models and two-sided models.

Study how to develop and train scenario/configuration-specific models, including categorizing/tagging datasets into different scenarios/configurations.


Huawei:
Proposal 2: Study the potential spec impact of data collection from realistic networks for supporting the model updating and monitoring of AI/ML model, including at least:
· Enhanced RS design
· Enhanced UE measurement/report
· Signaling for indicating/requesting data collection

Proposal 3: Study the following aspects to improve the quality of dataset during data collection:
· Improving the quality of data samples, e.g., improving the accuracy of the measured labels
· Indicating the quality requirement of data samples to be reported

Proposal 4: Study the potential spec impact of delivering dataset via air-interface.

Proposal 5: For discussing assistance information, the study should follow the principle given in the SID, i.e., user data privacy needs to be preserved. 

Proposal 6: The study of the assistance information, if needed, should avoid the disclosure of propriety information to the opposite node.

ZTE:
Proposal 2: Further study the mechanisms for data collection, including:
· Data collection used for model training, model inference, model monitoring, and model update
· UE side data collection and network side data collection
· Online filed data and offline field data
· Measurements/transmissions to support data collection of online field data
· Dataset sharing among nodes for dataset collected from offline field data
· Signaling for assistance information

vivo:
Proposal 2: Study how to construct a representative dataset (including matching between training and inference) for real-world problems for each use case/sub use case.
Proposal 3: Study impact of collaboration level on construction of dataset for model training.
Proposal 4: Study the following two directions of data collections:
Network collects data from UE
UE collects data/assistance information from network
Proposal 5: Study the assistance of reference signal for data collections.
Proposal 6: Study model training performance based on mixture of real world collected data and synthetic data. 
Proposal 7: Study the following two kinds of data collection from overhead and latency perspective. 
· Direct collection of raw data over air-interface
· Techniques to reduce data collection overhead should also be studied
· Collection of data characteristics/statistics over air interface
Proposal 8: Study how to align the reference point for data collection between different parties. 
Proposal 9: Consider different data collection scenarios for model generation and finetuning. 
· Data collection for initial deployment 
· Data collection for finetuning
Proposal 10: Study options for interactions between different entities for data collection, e.g., the interactions between UE, gNB, LMF, NWDAF, etc. 

Google:
Proposal 2: The data collection for LCM should focus on data collection for model monitoring, and data collection for other purposes should be deprioritized in Rel-18.

NEC:
Proposal 4: Study the methods of field data collection for online AI/ML model training.
Proposal 5: Study whether and how the legacy CSI framework, BM framework and positioning framework can provide sufficient data for model training and model inference.

Nokia:
Proposal 3: To overcome the vendor-specific training data limitations and ensure that a robust, yet vendor-specific ML model can be trained with sufficient accuracy, vendor-specific data needs to be artificially diversified and enlarged, before used for training a vendor-based ML model. RAN1 to study how UE vendor-specific data can be diversified by means of sharing assistance data across UE vendors.

TCL Communication:
Proposal 5: The group reporting of ground truth is a feasible way to reduce the reporting overhead.


Proposed conclusion 3-11:
For training of network-side, UE-side, and two-sided models, data collection may be done in a proprietary way or in a 3gpp-specified way.
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Proposal 3-12: 
Study the following two directions of data collections, assess their pros and cons and specification impact:
Network-side data collection from UE
UE-side data collection and assistance information from network
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	Agree?
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	Comments

	
	

	
	




Proposal 3-13: 
Study potential spec impact of the following data collection:
· Enhanced RS design
· Enhanced UE measurement/report
· Meta data assistance to UEs, such as zone ID, scenario ID, and configuration ID
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Proposal 3-14: 
Study data collection for model training, model inference, model monitoring, and model update.

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	




Proposal 3-15: 
Study how to develop and train scenario-/configuration-specific models, including categorizing/tagging datasets into different scenarios/configurations.

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	





Proposed conclusion 3-16:
For training of network-side, UE-side, and two-sided models, dataset exchange (if applicable) may be done in a proprietary way or in a 3gpp-specified way.
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Proposal 3-17: 
Study the use case, benefit, and potential spec impact of dataset sharing via air-interface and in a proprietary way.

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	




Proposal 3-18: 
Study methods to reduce data collection overhead. 
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	Company
	Comments

	
	

	
	




Pre/post-processing, input, output
Qualcomm:
For proprietary UE-side models developed/trained based on proprietary data collection, input to the model does not need to be specified.
[bookmark: _Toc115429180]For proprietary network-side models developed/trained based on proprietary data collection, input to the model does not need to be specified.
[bookmark: _Toc115429181]Proprietary two-sided models developed/trained based on proprietary data collection, input to the model does not need to be specified.


Huawei:
Proposal 9: Study the following aspects for pre/post-processing: 
· Pre/post-processing methods, e.g. scalability to different configurations, quantization/ dequantization and pre-processing to the measured channel 
· Potential spec impact on how to align the pre/post-processing methods between Network and UE

Proposal 3-19: 
In studying whether input, output, pre-processing, and post-processing need to be aligned and/or specified, consider the following aspects:
· Whether the model is network-side, UE-side, or two-sided models
· Whether training is done in a proprietary server or in a network
· Whether model delivery/transfer is involved
· Training types (Type-1, Type-2, Type-3) and their sub-types, if applicable, for two-sided models

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	




Model training
Qualcomm:
[bookmark: _Toc115429174]Take offline training as a starting point for Rel-18 study.
[bookmark: _Toc115429175]For model development and training of UE-side models, take proprietary model development and training based on proprietary data collection as a starting point.
[bookmark: _Toc115429176]For model development and training of network-side models, take proprietary model development and training based on proprietary data collection as a starting point.
[bookmark: _Toc115429194][bookmark: _Toc115429179]
Huawei:
Proposal 7: For the study of one-sided AI/ML model, model training and model inference at the same node should be considered as a starting point, i.e.,
· On-Network training for Network-side model
· On-UE training for UE-side model

Spreadtrum:
Proposal 6: Offline AI/ML model training is the first priority.

vivo:
Proposal 11: Study the following model training categories.
· Category 1: Transparent model training using its own collected data.
· Category 2: Model training for one-sided model with the assistance of other sides.
· Category 3: Model training for two-sided model with the assistance of other sides.
Proposal 12: Study the enhanced CSI report or new CSI report format for model training with the assistance of other sides.

OPPO:
Proposal 11: In the early stage of Rel-18 study, prioritize study of the AI/ML inference over the study of AI/ML training.
· Study offline training with high priority and as the default training type.

Google:
Proposal 3: Model training should focus on offline training in Rel-18, where more than one models can be trained with regard to different scenarios and use cases.
Proposal 4: For 1-side mode, Rel-18 SI should consider the following cases:
· Case 1a: The model is trained in NW side
· Case 1b: The model is trained in UE side.

Proposal 6: For 1-side mode, Rel-18 should focus on the scenario that the model inference and training are in the same side.

CATT:
Proposal 14: For analysis of model training in LCM, use offline training as the starting point.
· Online training can still be studied.

Sony:
Proposal 2: RAN1 should study what signalling information would be needed for training and how to transfer an AI/ML model.

Xiaomi:
Proposal 2: Prioritize the study of offline training in Rel-18

Panasonic:
Proposal 5: The model trained at UE always needs some test or verification before the deployment. FFS on online training case.

NTT DOCOMO:
Proposal 6: Consider the LCM framework with online training and offline training, separately. 


FL comment 3-20: 
In RAN1 #110, there was a prevailing opinion to prioritize offline training in Rel-18 study, but as the online/offline terminologies had not been agreed yet, the FL proposed to revisit this after the online and offline training terminologies are agreed. Accordingly, as the online and offline training terminologies have been agreed toward the end of RAN1 #110, the FL is proposing this again.
Proposal 3-20: 
Prioritize offline training in Rel-18 study.
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Proposal 3-21: 
For the study of one-sided AI/ML model, model training and model inference at the same node should be considered as a starting point, i.e.,
· Network-side training for Network-side model
· UE-side training for UE-side model
	
	Yes
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	Agree?
	
	

	Company
	Comments

	
	

	
	





Two-sided model training
Qualcomm:
[bookmark: _Toc115429177][bookmark: _Toc115429178]For model development and training of two-sided models for which the first part of inference is firstly performed by UE, take proprietary model development and training based on proprietary data collection as a starting point, based on the Type1/2/3 two-sided model training as agreed in RAN1 #110.

For two-sided model training, RAN1 only needs to study technical feasibility of Type1/2/3. Which of Type1/2/3 is used is a business decision and outside the scope of 3gpp specification.

Huawei:
Proposal 8: Study the pros and cons of the three training types of the two-sided model, and avoid making down selection at early stage.

ZTE:
[bookmark: OLE_LINK3]Proposal 3: Further study AI/ML model training collaborations, including:
· Type 0: Training of one-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, respectively.
· Type 2-1: With specified interactions for dataset and intermediate results of forward propagation and backward propagation between network side and UE side
· Type 2-2: Interactions for dataset and intermediate results of forward propagation and backward propagation are specification-transparent between network side and UE side
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
· Type 3-1: With specified interactions for dataset used for model training in another side
· Type 3-2: Interactions for dataset used for model training in another side are specification-transparent between network side and UE side

Spreadtrum:
Proposal 8: For model training, the following model training types can be further discussed:
· Type 0: Training at a single side/entity without model transfer
· Type 1: Training at a single side/entity, and model transfer to another side/entity
· Type 2: Joint training across network and UE , respectively without model transfer
· Type 3: Separate training at network and UE without model transfer 

Google:
Proposal 5: For 2-side mode, Rel-18 SI should consider the following cases:
· Case 2a: The models are trained in NW side and UE downloads the model from NW
· Case 2b: The models are trained in UE side and the UE uploads the model to NW

Huawei:
1. [bookmark: _Toc115449658]Down prioritise scenario #8 based solutions from SI. 
#8: Two-sided model with UE-centric training where the UE transfers trained model to the NW for inference at the gNB.


Nokia:
Proposal 4: For joint model training, related LCM signalling may be considered for standardization. 
Proposal 5: For joint model training, KPIs related to model validation and model evaluation needed to be studied. 
Proposal 6: RAN1 to prioritize model training at one side (UE or NW) without model exchange, and consider only the following aspects of LCM: model monitoring, switching, activation/deactivation of ML functions.

Samsung:
Proposal #7: Study the various types of AI/ML model training collaborations under agenda item 9.2.1: general aspects of AI/ML framework. 

Proposal #8: Deprioritize two-sided model training collaboration that requires extensive training, validation and testing dataset sharing in this study item.

Proposal #9: Consider the following and study their impacts for the two-side model development approaches, 
· Requirements on privacy-sensitive dataset sharing 
· Scalability, i.e., whether the number of models one vendor should develop increases with the collaborating vendors
· Whether the model development approaches adhere to 3GPP’s open and fair framework 



FL comment: The proposal is to generalize the agreement on CSI compression sub-use-case to general two-sided models.
Proposal 3-22: 
For two-sided model training, the following AI/ML model training collaborations will be further studied: 
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided. 
· Type 2: Joint training of the two-sided model at network side and UE side, respectively. 
· Type 3: Separate training at network side and UE side, where the UE-side part and the network-side part are trained by UE side and network side, respectively. 
· Note: Joint training means the generation model and reconstruction model should be trained in the same loop for forward propagation and backward propagation. Joint training could be done both at single node or across multiple nodes (e.g., through gradient exchange between nodes). 
· Note: Separate training includes sequential training starting with UE side training, or sequential training starting with NW side training [, or parallel training] at UE and NW 
· Other collaboration types are not excluded.  

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	




[bookmark: _Hlk116147228]Proposed conclusion 3-23:
Training of two-sided models may be performed in the network or at proprietary server(s).
· UE-side part of the two-sided model trained in the network may be delivered to UEs.
· NW-side and UE-side parts of the two-sided model trained at proprietary server(s) may be delivered to the network and UEs, respectively.

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	




FL comments 3-24:
Type 1, Type 2, and Type 3 two-sided model training needs further clarification, as there are several flavors within each type. Each of those sub-flavors have different LCM aspects and will need to be sorted out. To avoid duplicated discussions across sub-agendas, we will wait for some clarifications from 9.2.2.2.
Please provide any comments.

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	




Model registration
Proposed terminology definition:
	Huawei
	A process of registering model-related information on the Network side for management of the model by Network, e.g., model activation, model deactivation, model monitoring, model selection, model update, model switching, etc.

	ZTE
	Disclosure of model functionality, model ID, model input data type/size, model output data type/size, pre-processing of model input and post-processing of model output to network side.

	CATT
	A procedure of informing the existence of an AI/ML model from UE to network.
Sufficient information of the AI/ML model shall also be provided to enable LCM in 3GPP network and collaboration (at least for Level y).

	Intel
	Model identifier for the network to identify the UE model version

	Lenovo
	A process to register an AI/ML model into the network with some identifier and disclosed properties, for which the network can have sufficient information to perform LCM

	Xiaomi 
	A process by which one AI model enable the system know the information of the AI model and the system perform related operation to facilitate the life cycle management 

	AI/ML model registration
	A process to add a registration tag and related information to uniquely identify the AI/ML model.

	Samsung

	Assignment of an identification for an AI/ML model. The identification can be used to identify a model for its life-cycle management. 

	NTT DOCOMO
	assign the model with an identifier and make the model executable via compilation, where the different identifiers are assigned to models consisting of different parameters or/and different structures





Huawei:
Proposal 14: For UE part model(s) of two-sided model(s) or UE-side model(s), study the model registration for LCM.

Proposal 15: For model registration, study the potential spec impact of model ID management for the case of multiple UE part/UE-side models, including
· The format of the model ID
· Model ID specific indication for triggering model activation/deactivation/selection/switching/ updating
· FFS the model ID registration procedure

vivo:
Proposal 13: Study the essential information exchange in model registration procedure for model registration procedure.
Proposal 14: Model registration should be defined that through the procedure, UE can indicate:
· Which kind of model it can run;
· which model is available for use;
· Whether a model is updated

OPPO:
Proposal 8: For Rel-18 study on AI/ML Life Cycle Management,
· Model registration for non-3GPP-based delivered model should be studied.
· This is the default type.
CATT:
Proposal 15: For model registration, other than indicating the existence of a proprietary AI/ML model, further study what information is needed to enable LCM within 3GPP. At least the following information can be considered for a UE to register an AI/ML model:
· Model functionality.
· Information of model input, including desired assistance information.
· Information of model output, including the output format.
Proposal 16: For a registered AI/ML model, further study the corresponding unique identifier is reported by UE or assigned by network.

Fujitsu:
Proposal 2: Collaboration level related information exchange between the UE and the network is suggested to be included in the model registration procedure.  

Proposal 3: For the model registration, the following three aspects are suggested to be studied:
· the procedure to issue an ID from a network to a UE side mode
· the procedure to issue an ID from a network to a model part @ UE of a two-sided model
the procedure of collaboration level related information exchange

Proposal 4: For the model registration and other LCM procedures, the design of the model ID should be studied.

Proposal 5: It should be clarified whether to have a unified model ID for all the LCM procedures linked with the model ID.

Proposal 6: In the study of the model ID design, it is suggested to clarify which one or more of the following aspects should be taken into account:
· Model version number
· Model family and its member models
· Per UE and per cell
· Model function
· Model collaboration level related information
· Unified model ID for all the procedures
· Other aspects if any

Nokia:
Proposal 7: RAN1 to define ML model ID and metadata details for model management purposes.

Mediatek:
· Proposal 4: 3GPP consider define model ID and model description. Model ID may include use case, vendor ID etc. Model description include scenarios/configurations for model inferencing, model input/output information, model file type/size/compression status etc.   

Apple:
Proposal 4: 3GPP consider define model ID and model description. Model ID may include use case, vendor ID etc. Model description include scenarios/configurations for model inferencing, model input/output information, model file type/size/compression status etc.   

Proposal 8: Model registration and model configuration need not to be standardized. 

NTT DOCOMO:
Proposal 7: Study the model registration in LCM, where identifiers are assigned to executable models for model managements. 


Proposal 3-25: 
Take model-ID based model registration and model management as a starting point, where AI/ML model is registered with a model ID and model description.

	
	Yes
	No

	Agree?
	DCM, Pana
	Vivo, CATT

	Company
	Comments

	vivo
	We may need to have more discussion on how the model registration is conducted before we agree on specific favors of model registration. For example, the following aspects can be discussed: what kind of role does model registration play during the whole LCM and which kind of information is essential for this procedure. 
Current proposal seems unclear and would not help to clarify common understanding to move forward. 

	CATT
	It is understood that a unified ID shall be used for model registration and possibly model management, but two issues need to addressed firstly:
· ‘Model management’ is a bit ambiguous. Does it mean applicable LCM operations?
· The range of ‘model description’ is unclear. Does it mean high-level ‘functionality’, or also other meta-data like, e.g. input format, output format.

	Huawei, HiSilicon
	We are not against this proposal, but one thing needs to be discussed/clarified: what if UE does not support multiple AI models for a feature (CSI, BM, PoS, etc.), or the number of UE-side/UE-part models is transparent to NW? In that case, NW may still take the management role of activation/deactivation, but does not need the identifier: is this case identified as registered or not? In our understanding, it is still registered, so we think the model registration may not necessarily need model ID, but more focus on model management.

	Fujitsu
	We think model ID is the key factor in a model registration procedure, and it may be bounded to other procedures in a life cycle of a model as well. 
But the relationship between model ID and other procedures such as model registration would be better further clarified. For example, the model ID is assigned by network, or is assigned by its propriety owner?
“where AI/ML model is registered with a model ID and model description.” cannot be taken as a common understanding among companies.

	NTT DOCOMO
	We support the proposal. In the model registration, the necessary information for NW to manage UE side model should be exchanged between UE and NW. In addition, even though the first step could be one model per one function, assigning the model ID should be supported for forward compatibility. It could provide the feasibility to manage the multiple models with the same function based on meta information. 
Just one minor comment. Since the model description content is determined by proposal 3-26, it is better to add the note stating the model description is FFS.

	LG
	Agree with Vivo. In addition, based on our tdoc review, companies seem to have different meaning of model-ID, an ID based on a number of specified features of models (i.e. global ID) or UE-specific/dedicated ID without specifying any models (i.e. local ID or UE-specific ID) that we need to align understanding before agreeing on model ID as a starting point.

	Panasonic
	Although we agree the need of the topics listed among above companies, the proposal can be starting point.

	Lenovo
	Since ‘model registration’ is still under discussion, we think it could be a bit early to discuss this issue, i.e., when and how to do model registration. However, we think the concept of ‘model-ID’ makes sense for model registration in some case. Thus, we suggest the following update:
If model-registration is needed, take model-ID based model registration and model management as a starting point, where AI/ML model is registered with a model ID and model description.

	Nokia
	Agree

	Mediatek
	Agree with Lenovo. Model registration may need to consider more than model ID and model description. Furthermore, we are not clear whether model registration is essential and always required. Without discussing when and how to do model registration, we can’t decide that model ID is the key aspect to start.

	Ericsson
	We support the proposal. However, note that the terminology on model registration is yet to be agreed. Our view is that model registration refers to a process to assign the model in a UE with an identifier and to signal the identifier to the NW. 

	ETRI
	Agree with Vivo. After the definition of model registration is clear, we can discuss the need to introduce model ID.



Proposal 3-25a: (for 10/10 GTW session)
If model-registration is needed, take model-ID based model registration as a starting point for LCM scenarios where applicable, where an AI/ML model is registered with a model ID and model description. Detailed discussion of model ID and model description are FFS.

	
	Yes
	No

	Agree?
	
	

	Company
	

	
	

	
	




[bookmark: OLE_LINK14]Proposal 3-26: 
Proposal: Study the following aspects for model description during model registration.
· Model functionality
· Vendor identification
· Model applicability scenarios, configurations, and/or regions
· Information of model input
· Information of model output
· Information on assistance information
· FFS: other information regarding model description that can help LCM
· FFS: consideration may depend on the model format (proprietary format vs. standardized format)
· FFS: consideration may depend on collaboration levels (Level y vs. Level z)

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	



Proposal 3-27: 
Proposal: Study the following aspects regarding model-ID based model registration.
· Format of model ID
· Model family and its member models
· Who assigns the model ID
· Model ID registration procedure
· Model registration for non-3GPP-based delivered models (i.e., collaboration level y)
Note: Whether model registration may or may not have spec impact is to be studied.

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	




Proposed conclusion 3-28: 
Model registration has no air-interface specification impact.

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	




Question 3-29: 
Can we conclude that model registration is applicable to UE-side models and two-sided models but not for network-side models?

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	




Model deployment
Proposed terminology definition:
	Latest version in FL summary of RAN1 #110
	Process of converting an AI/ML model into an executable form and delivering it to a target device for inference
Note: The conversion may happen before or after delivery.

Process of converting an AI/ML model into an executable form for inference at a target device.
Note: The model deployment may happen either before or after model delivery.
Note: The Model may be Updated after Deployment.

	Futurewei
	Process of converting an AI/ML model into an executable form and delivering it to a target device for inference.
Note: The model deployment may happen either before or after model delivery.
Note: The Model may be updated after deployment.

	Huawei
	Process of converting a trained AI/ML model into an executable form and deploy it to a target device where inference is to be performed

	ZTE
	Process of converting an AI/ML model into an executable form for inference at a target device.
Note: The model deployment may happen either before or after model delivery/transfer.
Note: The Model may be updated after model deployment.

	LG
	An action to deliver an initially trained, validated, and tested AI/ML model to the Model Inference function

	Ericsson
	Process of converting an AI/ML model into an executable form and delivering it to a target UE for inference where inference is to be performed.
Note: The conversion may happen before or after delivery.

	Intel
	Process of converting an AI/ML model into an executable form and delivering it to a target device where inference is to be performed. The conversion may happen before or after delivery.

	Xiaomi
	Process of converting an trained AI/ML model into an executable form for inference at a target device.
Note: The model deployment may happen either before or after model delivery.
Note: The model may be updated after deployment.

	
	A process to deliver a trained, validated, and tested AI/ML model to the model inference function.

	MediaTek
	[bookmark: OLE_LINK124]Deploy of an AI/ML model to a target UE/gNB where inference is able to be performed 

	Samsung 
	Process of preparation of a trained AI/ML model for inference. A deployed model is ready for inference at the target device.

	
	

	
	



OPPO:
Proposal 9: Study the model deployment procedure separately from model delivery.

Nokia:
Proposal 8: Model deployment issues are addressed by vendors in a proprietary way, and RAN1 does not need to consider model deployment aspects in the study.


Proposal 3-30: 
Placeholder



Model configuration
Proposed terminology definition:
	Nokia
	A process to prepare the AI/ML model in an entity for life cycle management operations. 

	Samsung
	A process of setting the tuneable aspects of an AI/ML model to be used for model inference or model training.  



Huawei:
Proposal 17: Whether to consider model configuration as an individual procedure in LCM can be postponed until its definition is clear.

vivo:
Proposal 15: Model configuration at least contain model transfer related configuration and model management related configuration.
Proposal 16: Study the essential information for both model delivery based and model management based in model configuration procedure, e.g., model ID, model function, validity criteria, and monitoring configuration.

Nokia:	Comment by Keeth jayasinghe: This is not Nokia proposal 
Proposal 10: Model configuration procedure should be studied.


FL comment 3-31: 
Definition of model configuration seems unclear, and understanding of its meaning seems to vary across companies. More inputs are appreciated.

	Company
	Comments

	
	

	
	





Model inference operation
Qualcomm:
[bookmark: _Toc115429183]Study assistance information for AI/ML model inference. Study includes assessing their benefits and costs based on the common KPIs agreed in RAN1 #110.

Huawei:
Proposal 16: Study the potential spec impacts of model inference, for example, configuring model input/output, measurement/report, and pre/post-processing.

ZTE:
Proposal 4: For model inference operation, further study
· Data required for model input, e.g.,reference signal configurations and assistance information delivery
· Report feedback based on the model output, e.g., quantization methods, UCI mapping order and priority
· Inference latency, e.g., the relationship between inference latency and CSI reference resource

Spreadtrum:
Proposal 9: AI/ML model inference can be located at UE side or gNB side or both UE and gNB side, which is use case specific.

Proposal 10:  For AI/ML based operation, co-existence with legacy operation can be considered.


Proposal 3-32: 
Placeholder

Proposal 3-33: 
Placeholder

Proposal 3-34: 
Placeholder


Model selection, activation, deactivation, switching, and fallback operation

Proposed terminology definition for “model selection”:
	Latest version in FL summary of RAN1 #110
	Process of selecting one among multiple alternative models for activation




Qualcomm:
[bookmark: _Toc115429191]Proposal 1: Study model selection, switching, and fallback framework based on model monitoring.

[bookmark: _Toc115429192]Proposal 2: Study inference operation with model selection and switching among a family of models for the given sub-use case.

[bookmark: _Toc115429193]Proposal 3: Study model selection, switching, and fallback framework based on pre-defined scenarios/configurations (e.g., cell ID, zone ID, scenario ID, configuration ID)

[bookmark: _Toc115429195]Proposal 5: For UE-side and two-sided models, study both network-initiated, UE-initiated, and UE-autonomous model selection, switching, and fallback mechanisms.


Huawei:
Proposal 18: For one-sided model and two-sided model, Network activates/deactivates AI/ML model depending on model monitoring and/or UE request for guaranteeing the network performance.
Proposal 19: Study the case where Network tests the performance of the UE part model or UE-side model before model activation for guaranteeing the network performance.
Proposal 24: For one-sided model and two-sided model, Network can switch/update AI/ML model depending on model monitoring and/or UE request for guaranteeing the performance of the networks.

vivo:
Proposal 17: Study both UE-initiated and network-initiated model selection, activation, deactivation, switching, and fallback.
Proposal 18: Study event trigged model selection, activation, deactivation, switching, and fallback.
Proposal 19: Study the following two kinds of model activation, deactivation, switching and fallback mechanisms 
· Consider functionality based AI/ML activation, deactivation and fallback designs where a single model is available for use for a specific functionality or number of models are irrelevant for LCM. 
· Consider model ID based AI/ML activation, deactivation and fallback designs where multiple models are available for use or relevant for LCM

Google:
Proposal 8: For 1-side mode, the model selection/switching should be transparent.
Proposal 9: For 2-side mode, the model selection/switching can be configured by the NW or reported by the UE
Proposal 10: Consider to use lower layer signaling, e.g., MAC CE, for model activation/deactivation/fallback operation.

Sony:
Proposal 4: RAN1 should study what trigger and signalling could be needed for model switching.
Proposal 5: RAN1 should study the switching mechanism between AI/ML model-based signal processing and conventional signal processing.

Xiaomi:
Proposal 3: Study the specification impact to enable multiple AI models at least including the following aspects
· Procedure and Assistance signaling for the AI model selection
· Procedure and Assistance signaling for the AI model switch

Nokia:
Proposal 9: NW should be able to control ML model switching, (de)activation at UE.
Proposal 10: RAN1 to study signalling mechanism, criteria, and time delay of activation, deactivation (fallback to a non-ML function), switching of ML models and/or ML-enabled functions.
Proposal 11: For a two-sided model, study how to limit the maximum number of ML models that need to be supported on the NW side.

TCL Communication:
Proposal 9: During model switching, a backup model can be randomly selected, or according to the preference of UE or gNB.

ETRI:
Proposal 2: For the LCM of AI/ML model in NR air interface, consider AI/ML model activation/deactivation control in NW as a starting point.

Proposal 3: For the LCM of AI/ML model in NR air interface, study UE report on AI/ML model performance indication to support AI/ML model activation/deactivation in NW.

Proposal 5: For the LCM of AI/ML model in NR air interface, study AI/ML model activation/deactivation which refers the AI/ML model inference performance report from the UE:
· Case 1: Triggered by NW
· Model performance request (NW  UE)
· Model performance response (UE  NW)
· Model activation/deactivation (NW  UE)
· Case 2: Triggered by UE
· Model performance report (event-driven) (UE  NW)
· Model activation/deactivation (NW  UE)

Panasonic:
Proposal 7: The model activation can be used regardless some other model was activated or not. There is no need to define model switching.

NTT DOCOMO:
Proposal 4: Support the fallback scheme corresponding to the function of AI model so that the performance is guaranteed even in the scenarios where AI model provides less performance. 
Proposal 5: (near) real time model performance should be available at NW so that NW properly decides when to activate/deactivate AI models and which AI model or fallback scheme to activate.


Proposal 3-35: 
For model selection, activation, deactivation, switching, and fallback, study the following mechanisms:
· Decision by the network
· Network-initiated
· UE-initiated, requested to the network
· Decision by the UE
· Event-triggered as configured by the network
· UE-autonomous, reported to the network

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	



Proposal 3-36: 
For model activation, deactivation, and fallback, study the following mechanisms:
· Functionality-based activation, deactivation, and fallback, where a single model is available for use for a specific functionality or number of models are irrelevant for LCM.
· Model ID based activation, deactivation, and fallback, among a family of models of the same functionality.

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	



Proposal 3-37: 
Study the trigger for model selection, activation, deactivation, switching, and fallback, including
· Model monitoring
· Change in scenarios/configurations (e.g., cell ID, zone ID, scenario ID, configuration ID)

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	



Proposal 3-38: 
Study the specification impact to enable multiple AI models at least including the following aspects
· Procedure and Assistance signaling for the AI model selection
· Procedure and Assistance signaling for the AI model switch
· Signaling mechanisms and their latency
	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	




Model monitoring
Qualcomm:
[bookmark: _Toc115429184]Study the following metrics for model monitoring
- Direct monitoring (e.g., inference accuracy)
- Indirect monitoring (e.g., system throughput)

[bookmark: _Toc115429185]Proposal 6: Study the following categories of model monitoring
- Model monitoring for model update decision (i.e., re-training, new model development)
- Model monitoring for inference management (i.e., model selection, activation, deactivation, switching, and fallback operation)

[bookmark: _Toc115429186]Proposal 7: For model monitoring, consider the following “model monitoring KPIs” to assess the need and benefit/cost of model monitoring:
- Accuracy and relevance (i.e., how well does the given monitoring metric reflect the model and system performance)
- Overhead (e.g., signaling overhead associated with model monitoring)
- Complexity (e.g., computation and memory cost for model monitoring)
- Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)

[bookmark: _Toc115429187]Proposal 8: For model monitoring of UE-side models and the UE part of two-sided models, study the following locations where model monitoring is performed and specification aspects:
- Self-monitoring at the UE side (inside UE or at a proprietary server)
- Network-initiated monitoring at the UE side
- Monitoring at the NW side

[bookmark: _Toc115429188]Proposal 9: Study model monitoring of
- Active model (e.g., to determine whether to deactivate the model from inference)
- Inactive model (e.g., to assess whether to activate the model for inference)

[bookmark: _Toc115429189]Proposal 10: For monitoring of two-sided models, study model monitoring of
- UE-part only
- NW-part only
- UE-part and NW-part as a whole 

[bookmark: _Toc115429190]Proposal 11: Study the following specification aspects for model monitoring:
For monitoring at the UE side:
- Signaling to enable monitoring at UE-side (e.g., RS to enable ground truth measurement)
- Monitoring configuration (e.g., periodic or event-based condition for monitoring reporting, KPI to monitor)
- Monitoring report from UE to network (e.g., feedback of KPIs)
For monitoring at the NW side:
- Monitoring result indication from network to UE

Huawei:
Proposal 20: Study the potential procedures included by model monitoring, including data collection, measurement and report, AI/ML and non-AI/ML co-existence. 

[bookmark: _Hlk111160961]Proposal 21: Study both of the following metrics for AI/ML model monitoring in lifecycle management
· Inference accuracy, e.g., CSI accuracy, beam prediction accuracy, intermediate performance metric of positioning, etc.
· System performance, e.g., throughput, BLER, RSRP, etc.

Proposal 22: Study the following three cases of model monitoring:
· Case 1: gNB collects inputs for monitoring, calculates monitoring KPI, and makes monitoring decision
· Case 2: UE collects inputs for monitoring, calculates monitoring KPI which is then fed back to gNB, and gNB makes monitoring decision
· Case 3: UE collects inputs for monitoring, calculates monitoring KPI, and makes monitoring decision.

Proposal 23: Study the signaling of model monitoring:
· Signaling to trigger/configure the monitoring window
· Specific RS for monitoring
· Report of monitoring decision

ZTE:
Proposal 5: Further study mechanisms to support model monitoring. The performance of model monitoring can at least depend on inference accuracy, mixed reports, self-monitoring, and eventual system performance.

Spreadtrum:
Proposal 11: Higher performance requirement should be considered when monitoring AI/ML model.


vivo:
Proposal 20: Consider the following cases for AI/ML performance monitoring:
· Case 1: Inference and monitoring at UE. 
· Case 2: Inference and monitoring at network. 
· Case 3: Inference at UE, monitoring at network. 

Proposal 21: Consider the following metrics for AI/ML performance monitoring:
· Intermediate KPIs, e.g., the direct performance KPIs of the AI/ML models. 
· Final system performance, e.g., BLER and Tput. 

China Telecom:
Proposal 2: We propose two methods for Model Performance Monitoring:
1) Direct monitoring: comparing ground truth and model inference results to determine whether model update or selection is required
2) Indirect monitoring: indirectly evaluate model performance through network performance to determine whether model update or selection is required

OPPO:
Proposal 12: Target to design a unified AI/ML inference monitoring mechanism supporting AI/ML model switching, model transfer and model re-training.
· Model re-training is considered with low priority.
· Consider communication performance-based metrics (e.g. MSE, BLER, throughput) as starting point.
· Study gNB-initiated and UE-initiated performance monitoring
· Study performance prediction mechanism for an unused model.
· Study evaluation methodology for performance monitoring approaches.
Proposal 13: Study on AI/ML training performance monitoring is low priority.

Google:
Proposal 11: For 1-side mode, the model monitoring should be performed at the same side with the model inference and training, and study necessary information from the other side to assist the model monitoring
Proposal 12: For 2-side mode, further study the following options for model monitoring
· Option 1: The model monitoring is based on the input for the AI/ML model in transmitter side and the output for the AI/ML model in receiver side
· Option 2: The model monitoring is based on some performance related metric, e.g., BLER, based on the output for the AI/ML model
CATT:
Proposal 10: Intermediate result can be used for model monitoring for AI/ML-based approach.
Proposal 17: For collaboration Level y and Level z, model monitoring can be performed at either UE side or network side.
Proposal 18: For model monitoring, the metrics for the validity of AI/ML models can be studied under different use cases. Further discuss whether the metrics need to be specified.

Fujitsu:
[bookmark: _Hlk115375696]Proposal 7: Regarding the common aspects of the model monitoring, it is suggested to study the follow-up mechanisms upon having monitoring results. At least the following aspects should be considered:
· Inter-mode and intra-mode switch for model switch, model fallback and model re-start, model finetuning and model update
· Direct-probe-based mechanism and indirect-probe-based mechanism 
· Monitoring mechanism for a standby model.

Sony:
Proposal 3:  RAN1 should consider when and how the information for AI/ML model monitoring is provided from network-side or UE-side.

NEC:
[bookmark: OLE_LINK174][bookmark: OLE_LINK175]Proposal 2: Study the methods to monitor AI/ML model performance by comparing model inference and real measurement.

CAICT:
Proposal 6: A flexible AI/ML model monitoring framework could be considered to support different use cases.
Proposal 7: Both UE and gNB side AI model testing and KPI monitoring should be considered. Besides, UE could also feedback AI model testing and KPI related information to gNB.

Xiaomi:
Proposal 5: study the performance monitoring from the following two aspects
· Monitor the performance of activated AI model to assess whether to deactivate this model 
· Monitor the possible performance of  AI model not activated to assess whether to activate the AI model. 

Proposal 6: Study the metrics for the performance monitoring 

Proposal 7: Study the mechanism to enable fast performance report

Nokia:
Proposal 12: RAN1 to study and address the concept of model drift for ML-enabled functions under model monitoring.
Proposal 13: RAN1 to study the system-level and intermediate KPIs (or metrics) for model monitoring. 

TCL Communication:
Proposal 8: At the inference stage, the ML model has to be monitored. If the ML model does not work properly, it can be replaced by a backup ML model or fall back to the non-ML working way.

ETRI:
Proposal 4: For the LCM of AI/ML model in NR air interface, study UE capability for AI/ML model inference performance report:
· Capability A: Not capable to provide AI/ML model inference performance
· Capability B: Capable to provide AI/ML model inference performance with GT
· Capability C: Capable to provide AI/ML model inference performance estimate without GT

Proposal 5: For the LCM of AI/ML model in NR air interface, study AI/ML model activation/deactivation which refers the AI/ML model inference performance report from the UE:
· Case 1: Triggered by NW
· Model performance request (NW  UE)
· Model performance response (UE  NW)
· Model activation/deactivation (NW  UE)
· Case 2: Triggered by UE
· Model performance report (event-driven) (UE  NW)
· Model activation/deactivation (NW  UE)

KDDI:
Proposal 1: Study the performance monitoring metrics. 
Proposal 2: The following aspects of model monitoring should be evaluated and discussed:
· Over-the-air overhead
· Model monitoring complexity
Proposal 3: Study the following aspects when model monitoring of UEs on the NW side:
· Feedback from UE
· Indications based on model monitoring results

Proposal 3-39:
Study the following metrics for AI/ML model monitoring in lifecycle management
· Direct monitoring: Direct KPIs of the AI/ML models such as inference accuracy, e.g., CSI accuracy, beam prediction accuracy, intermediate performance metric of positioning, etc., including other metrics related to direct KPIs
· Indirect monitoring: System performance, e.g., throughput, BLER, RSRP, etc.
· Input monitoring

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	




Proposal 3-40: 
Study model monitoring for
· Model update
· Inference management: model activation, deactivation, and fallback, study the following mechanisms:

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	




Proposal 3-41: 
Study model monitoring initiated by
· Monitoring initiated by gNB
· Monitoring initiated by UE

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	




Proposal 3-42: 
Study model monitoring location
· Monitoring metric calculation at gNB
· Monitoring metric calculation at UE

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	




Proposal 3-43: 
Study evaluation methodology for performance monitoring approaches, considering the following model monitoring KPIs
· Accuracy and relevance (i.e., how well does the given monitoring metric reflect the model and system performance)
· Overhead (e.g., signaling overhead associated with model monitoring)
· Complexity (e.g., computation and memory cost for model monitoring)
· Latency (i.e., timeliness of monitoring result, from model failure to action, given the purpose of model monitoring)

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	




Proposal 3-44: 
For monitoring of two-sided models, study model monitoring of
- UE-part only
- NW-part only
- UE-part and NW-part as a whole

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	




Proposal 3-45: 
For monitoring metric calculation at the UE side, study the following specification aspects:
- Signaling to enable monitoring at UE-side (e.g., RS to enable ground truth measurement)
- Monitoring configuration (e.g., periodic or event-based condition for monitoring reporting, KPI to monitor)
- Monitoring report from UE to network (e.g., feedback of KPIs)

For monitoring metric calculation at the NW side, study the following specification aspects:
- Data collection
- Monitoring result indication from network to UE

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	




Proposal 3-46: 
Study performance prediction mechanism of inactive models (models that are not being used for inference that can be potentially activated) to assess whether to activate the models.

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	




Model update
Proposed terminology definition:
	Latest version in FL summary of RAN1 #110
	Process of improving the model performance by either updating the model parameters or updating the model structure and its parameters.

	Note in the LCM list agreement from RAN1 #110
	Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.

	Futurewei
	Process of changing either model parameters or model structure and its parameters.

	Huawei
	Re-training or fine-tuning of an AI/ML model, via online/offline training, to improve the model inference performance. Model update can either only update the model parameters or update the model structure along with the parameters.

	ZTE
	Process of improving the model performance by either updating the model parameters or updating the model structure and its parameters.
Note: Model registration for the updated model may be required when both model structure and model parameters are updated.

	LG
	An action to deliver an updated AI/ML model to the Model Inference function

	Ericsson
	Process of improving the model performance by either updating the model parameters or updating the model structure and its parameters.

	Intel
	Improve the model performance by updating the model and parameters or keeping the same model with new parameters

	Lenovo
	A process of updating the properties, e.g., weights, activation functions and/or model structure, of a deployed AI/ML model to improve the model inference performance.

	Xiaomi 
	Re-training or fine-tuning an AI/ML model via online/offline training to improve the model inference performance. The update could be the update of model parameters or the update of model structure

	
	

	
	



Qualcomm:
[bookmark: _Toc115429196]Proposal 12: Take offline model update (e.g., offline model re-development, offline model re-training) as a starting point for Rel-18 study over model update via online training, to ensure optimized model performance and proper test coverage.


Huawei:
Proposal 24: For one-sided model and two-sided model, Network can switch/update AI/ML model depending on model monitoring and/or UE request for guaranteeing the performance of the networks.

Apple:
Proposal 7: Further study method of model update for two-sided model. 

NEC:
Proposal 3: Study the methods to update AI/ML model with minimum interruptions of AI/ML model inference.


Proposal 3-47: 
Further study various aspects of model update, including
· Via offline training and online training
· One-sided and two-sided models
· Interruption of AI/ML model inference due to model update

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	




Proposal 3-48: 
Prioritize model update via offline training in Rel-18 study.

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	




Model transfer
Qualcomm:
[bookmark: _Toc115429169]Deprioritize network-configurable AI/ML Models until clear needs and benefits are identified and their feasibility is addressed.
[bookmark: _Toc115429182]
A model is converted into an executable before delivery to the UE.

Huawei:
Proposal 13: For the study of model transfer at level z, 3GPP model representation format is preferred. 


ZTE:
[image: Diagram

Description automatically generated]

Proposal 6: To facilitate further evaluation in RAN1, at least consider following assumptions for model delivery:
· gNB centric: Model delivery via signalings between gNB and UE
· Core network centric: Model delivery via signalings between CN and NG-RAN
· Cloud centric: Model delivery is transparent to specifications (e.g., via application layer from OAM or OTT sever)

Proposal 7: Further study the mechanisms to support model transfer/delivery, at least consider:
·  Model representation format alignment among nodes
· Hardware efficiency to the receiving end
· Proprietary information disclosure across vendors


vivo:
Proposal 22: [bookmark: _Hlk115473003]Study the following public formats for model transfer.
· Executable but public format;
· Current AI/ML frameworks chosen by two sides; 
· One public format for model description, such as ONNX;
· New format for model description defined by 3GPP.	
LS to RAN2 to study the solutions of model transfer, including CP- and UP-based solutions, and coordinate with relevant WG(s), e.g., SA2, about UP-based model transfer, if necessary.

OPPO:
Proposal 8: For Rel-18 study on AI/ML Life Cycle Management,
· Model registration for non-3GPP-based delivered model should be studied.
· This is the default type.
· Study on 3GPP-based model transfer with lower priority. First focus on following aspects:
· Required KPI (e.g. packet size, data rate, latency, reliability), so to select the design (e.g. in which layer/channel).
· Model transfer format (if needed).
· Study AI/ML model delivery for training with lower priority.

CATT:
Proposal 19: For model transfer, the following aspects can be further studied in RAN1:
· Full or partial model transfer.
· Periodicity/trigger.
· Latency and reliability requirement.
· Model representation format (MRF).

CMCC:
Proposal 3: Study the following options and potential spec impact of model delivery. 
· Opt1. UE specific format based model transfer
· Opt2. Standard format based model transfer
· Opt3. OTT/OAM based model delivery

Nokia:
Proposal 14: Consider “proprietary model” and “open-format model” as two separate categories for RAN1 discussion.
Proposal 15: RAN1 to deprioritize solutions that require 3GPP-specified open-format models unless there is a clear justification

Xiaomi:
Proposal 4: Study the following cases in Rel-18
· Model delivery between  one 3GPP entity and another 3GPP entity 
· Model delivery between one 3GPP entity and non-3GPP entity

Apple:
Proposal 2: Level z include model delivery using either control plane solution or user plane solution.  

Proposal 3: Reuse existing AI model format. 3GPP does not specify its own model format for model delivery.

Samsung:
A model transfer can be via a user plane or control plane, or in an executable format or standardized transfer format. 

Proposal #4: Concerning with the feasibility and practicality of AI/ML model transfer, RAN1 should study aspects such as
-  Interoperability: does a model transferred from one node to another node work in a plug-and-pay manner, i.e., without extensive receiving node specific optimization, compiling and testing?
-    Proprietary issues: If AI/ML models are considered proprietary assets, model transfer discloses them. 
-   Model transfer format (MTF): does RAN1 need to adopt a common MTF so that a model exchanged between two nodes from different vendors compiles and runs? 
 -  Performance guarantee: If AI/ML model is transferred from one node to other, which entity guarantees performance, e.g., inference latency?

Proposal #5:  Further consider two categories for model transfer
Cat1: Model transfer for a partially known model at the receiving node, e.g., the structure of AI/ML model known.
Cat2: Model transfer for a completely new model to the receiving node.


Rakuten:
Proposal 2
For collaboration level z, it is recommended to assume a set of common model data formats in order to discuss how to identify the model to download.
Proposal 3
For collaboration level z, controllable model parameters should be aligned with collaboration level y.

Panasonic:
Proposal 6: The model download would require some reference model to allow the HW accelerator with fixed point calculation to reduce the power consumption and to reduce the complexity in UE.

KDDI:
Proposal 4: Study the specification impact of following aspects, including aspects on whether to specify model transfer in 3GPP
· Full/Partial model transfer
· Model transfer format


[bookmark: _Hlk116138515]Proposed conclusion 3-49:
Model delivery may be done in a proprietary way or in a 3gpp-specified way.

	
	Yes
	No

	Agree?
	CATT, Fujitsu
	

	Company
	Comments

	vivo
	Not sure what we are agreeing to.
Is the intention of the proposal trying to list all the possibilities for study in the next step? Maybe we can reformulate in the following ways
Proposal:
Study the following kinds of Model delivery: 
· The delivery is done in a proprietary way 
· The delivery is done in a 3gpp-specified way.



	CATT
	Since ‘model delivery’ is defined as delivering model in ‘any way’, this conclusion is true itself. 

	Huawei, HiSilicon
	Similar feeling with CATT, that it seems this proposal addresses similar sense as its terminology

	NTT DOCOMO
	Share the same view with CATT.

	Panasonic
	Although we are agreeable to this, this needs to discuss the relation with model transfer in proposal 3-9. Among summarized following model y-z boundary candidate, FL proposed to take model delivery source/mechanism for level y/z boundary. Although we think it is surely one aspect of the boundary, we don't think it is not the topic for RAN1 discussion. From RAN1 perspective, model delivery format would be more RAN1 related. From this angle, we think model transfer also can be proprietary way or in a 3gpp-specified way. 

- Model delivery source: Model delivery from a proprietary server (level y) vs. Model delivery from a network entity (level z)
- Model delivery format: Model delivered in vendor-specific proprietary format, e.g. run-time image (level y) vs. in a standardized format, e.g. ONNX, TBD 3gpp format (level z)
- Model delivery content: Pre-developed and tested run-time image (level y) vs. explicit model structure and parameters (level z)
- Model delivery mechanism: transparent to 3gpp (level y) vs. via 3gpp signaling either control plane or user plane (level z)

	Lenovo
	We think ‘Proprietary way’ is not such clear, since it could include ‘proprietary format’, ‘proprietary source’, ‘proprietary content’, etc.. But if using ‘non-3gpp-specified way’, the proposal could make no sense to cover all alternatives. 
We think this proposal is not necessary.

	Nokia
	Agree

	Ericsson
	Share the view of CATT and Lenovo. 

	Samsung
	Agree with CATT. 

	Intel
	Share same views as CATT

	KDDI
	Agree with CATT




[bookmark: OLE_LINK16]Proposal 3-50:
Study vendor-specific proprietary format (e.g., run-time binary) and standardized format (e.g., ONNX) for model delivery formats.

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	




Proposal 3-51:
Study the following cases in Rel-18
· Model delivery between one 3GPP entity and another 3GPP entity 
· Model delivery between one 3GPP entity and non-3GPP entity 

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	




Proposal 3-52:
For network-side, UE-side, and two-sided models, discuss pros and cons of
· Model training at a proprietary server and model delivery transparent to 3gpp (level y)
· Model training in a network and model delivery via 3gpp signaling (level z)

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	




Proposal 3-53:
Consider the following aspects for discussion of model delivery format options and their feasibility, pros, and cons:
· Interoperability: does a model transferred from one node to another node work in a plug-and-pay manner?
· Device capability for compiling and running the model
· Hardware efficiency (device-specific optimization)
· Proprietary information disclosure across vendors
· Testability aspects
· Performance guarantee: If AI/ML model is transferred from one node to other, which entity guarantees performance, e.g., inference latency?
· Specification effort
Note: The discussion is about model delivery format. Note that even in model transfer (level z), either vendor-specific proprietary format (e.g., run-time binary) or standardized format (e.g., ONNX) could be used.

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	




Proposal 3-54:
Study full model delivery and partial model delivery.

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	




Proposal 3-55:
Study 3gpp-based model delivery with lower priority than non-3gpp-based model delivery.

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	



Proposal 3-56:
RAN1 to deprioritize solutions that require 3GPP-specified open-format models unless there is a clear justification.

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	




UE capability
Qualcomm:
[bookmark: _Toc115429197]Proposal 13: The UE capability signaling should indicate supported model IDs for the given sub-use-case.


Huawei:
Proposal 25: Study UE capability for the following procedures of the LCM:
· Capability of dataset delivery
· Capability of data collection
· Capability of model training
· Capability of inference latency
· Capability of monitoring
· Capability of models switching
· Capability of model updating

Proposal 26: Study the reporting mechanism due to varying UE capability for a specific AI/ML model or for an AI/ML feature.


ZTE:
Proposal 8: Further study UE capability to support AI/ML model, at least consider:
· New UE capability mechanism in addition to conventional fixed UE capability report
· Concurrent UE capability for conventional method and AI based method

vivo:
Proposal 23: The following aspects need to be studied for model transfer capability:
· Whether UE supports model structure update or only model parameter update
· Which AI/ML model description format UE supports.
Proposal 24: Study the feasibility and necessity of defining model training capability, regarding latency of model training, dataset size for model training, etc.
Proposal 25: Study ways for UE to report its capability for data collection regarding expected pre-processing, data storage, feature extraction and report for data collection.
Proposal 26: Study ways for UE to report its capability for latencies with respect to the model inference.
Proposal 27: Study UE capability on supported quantization levels.
Proposal 28: Study mechanisms of allowing different UEs with different implementations/capabilities to serve the same use case, e.g., by defining flexible capability exchange mechanisms.
Proposal 29: Study procedures that allow UE to dynamically report its status for computation resources and corresponding computation latencies.

Google:
Proposal 7: Study parallel model inference based on the same or different AI/ML models.
Proposal 14: For AI/ML based operation, the following UE types should be considered:
· Type 1 UE (low performance UE): AI/ML based operation is based on general processing unit (GPU)
· Type 2 UE (high performance UE): AI/ML based operation can be based on neural processing unit (NPU)

CATT:
Proposal 20: For support of AI/ML, consider defining several levels of UE capabilities based on one or more following aspects:
· Storage.
· Computation power.
· Capability of online training.
· Capability of data collection.
· Capability of implementing downloaded AI/ML model.

NEC:
Proposal 6: Introduce AI/ML processing units (APUs) to reflect UE capability of AI/ML operations.

CMCC:
Proposal 4: For AI-related UE capability, how to define and report the capability of training, power, computation, storage should be studied.

Nokia:
Proposal 16: Companies are encouraged to describe UE capabilities related to the supported ML-enabled function(s) for each sub use case, including information such as system and intermediary KPIs (to be used for monitoring), configuration and control options, underlying ML model ID, etc.

TCL Communication:
Proposal 6: To reduce the signaling overhead between the UE and the gNB, a rule is need to roughly classify the model complexity.
Proposal 7: Some constraints shall be added on the post-processing, in order to avoid obtaining an oversimplified low-performance model from post-processing.


Proposal 3-57:
Study framework for defining and reporting UE capability for model inference.

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	



Proposal 3-58:
Study whether and how the following LCM-related procedures should be captured into UE capability.
· Data collection, pre-/post-processing
· Dataset delivery
· Model training
· Model switching
· Model monitoring
· Model update

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	




Proposal 3-59:
Study UE capability for concurrency of multiple AI/ML model inferences and concurrency of AI/ML model and non-AI/ML algorithm, including mechanisms for UE to report compute resource status and latency.


	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	






[bookmark: _Hlk111750970]Use cases
OPPO:
Proposal 1: Focus on the identified representative sub use cases in AI 9.2.x.1 for the corresponding studies on their evaluation methodology, KPI, and performance evaluation results. Investigate the following aspects for other potential sub use case in AI 9.2.x.2. 
1) Potential performance gain (e.g., shown in preliminary evaluation results).
2) Feasible evaluation methodology and valid training data set (incl. training set generation methodology).  
3) Reasonable non-AI/ML-based baseline for performance gain analysis.
4) Potential specification impacts.
Note: Sub use cases without 3) and/or 4) will not be precluded. But target to limit the number of the representative sub use cases to 1 or 2 for each use case.



Evaluations

Common evaluation methodology and KPIs
Datasets
Futurewei:
[bookmark: _Hlk115432427]Proposal 3: Although RAN1 study is primarily based on agreed-upon evaluation assumptions, to facilitate the discussion on evaluation results, companies are encouraged to:
· Provide/share the datasets they generated and used in their evaluation
· Evaluate/discuss the performance of their proposed approaches using one or more of the shared datasets shared by other companies in addition to the results from their own dataset(s).
vivo:
Proposal 30: The field data test results can be used as a reference and provide valuable insights.
Proposal 31: Support to use map-based hybrid channel model in 38.901 as one of the optional channel models in EVM table, where the map can be generated based on open data set or based on per-company proposed ones.
Proposal 32: It is encouraged for companies to provide publicly accessible datasets for training and testing for cross-checking purposes. Our datasets of each use case have been uploaded in [4]-[7].

OPPO:
Proposal 3: The use of field data set can be considered in Rel-18 AI/ML study, but needs to be carefully evaluated. The field data set should provide fundamental generalization characteristics and reflecting typical 5G channel condition (e.g. captured from a number of cells covering various types of deployment scenarios) are qualified for the AI/ML training and testing.

CATT:
Proposal 9: Field data can be additionally provided and studied by companies.
· How to guarantee the integrity, generalization and interpretability of field data should be further investigated.

Intel:
Proposal-4: Consider the following options for achieving a common dataset
1. Common dataset pool contributed by different companies
1. Agreeing on evaluation assumptions to generate datasets

CMCC:
Proposal 6: A common data set for each use cased could be encouraged to be constructed for evaluation and cross-checking of performance.

NVIDIA:
Proposal 9: Companies are encouraged to contribute real data to the 3GPP Rel-18 AI/ML study for NR air interface to help start to build up sets of real data in 3GPP.


Proposal 3-60: 
Companies are encouraged to share their datasets based on agreed-upon EVMs used for evaluations

	
	Yes
	No

	Agree?
	Vivo, CATT, Fujitsu, Lenovo
	

	Company
	Comments

	vivo
	Supportive of this open data set sharing which would help companies to align understanding and results.

	Huawei, HiSilicon
	In our understanding, it can be voluntary for companies to share their used dataset, and no additional 3gpp effort needed. 

	LG
	Agree with Huawei/Hisi. 

	Ericsson
	Share the view that sharing of dataset should be voluntary, and not required by other companies to use such datasets. Otherwise, it is important that such datasets are available on 3GPP servers, to allow future study items to be conducted on such datasets. 

	Samsung
	Ok with voluntary sharing. 




Proposal 3-60a: (for 10/10 GTW session)
Companies are encouraged to share their datasets based on agreed-upon EVMs used for evaluations. The sharing is voluntary.

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	




FL comment: This was a proposal from RAN1 #110 that had good agreement among companies but did not have a chance for reaching agreement due to lack of time.
Proposal 3-61: (Same as Proposal 2-19a in RAN1 #110)
Although RAN1 study is primarily based on agreed-upon evaluation assumptions, companies are encouraged to provide other datasets and evaluation results in each sub-use case discussion.

	
	Yes
	No

	Agree?
	Vivo, CATT, Fujitsu, Lenovo
	

	Company
	Comments

	vivo
	Support. Especially for those data with field test results, they would help the group to understand better what AI/ML can provide in real world. 

	Huawei, HiSilicon
	It is up to companies, so no additional 3gpp effort needed.

	LG
	We suggest to tone down the wording from “are encouraged to” to “may provide 

	Nokia
	This does not seem to be a useful proposal. 

	Ericsson
	Don’t see why this is needed

	Samsung
	ok



Proposal 3-61a: (for 10/10 GTW session)
Although RAN1 study is primarily based on agreed-upon evaluation assumptions, companies may provide other datasets and evaluation results in each sub-use case discussion.

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	




This was a proposal from RAN1 #110 that had good agreement among companies but did not have a chance for reaching agreement due to lack of time.
Proposal 3-62: (Same as Proposal 2-12a in RAN1 #110)
Companies may explore and provide evaluation results based on additional simulation methodology for generating synthetic data, such as map-based hybrid channel model in 38.901.

	
	Yes
	No

	Agree?
	Vivo, CATT, Fujitsu, Lenovo
	

	Company
	Comments

	Vivo
	Supportive.

	Huawei, HiSilicon
	It is optional for companies to provide such evaluation results. The details of the map, e.g., the source of the map, fundamental parameters of the map, is also encouraged to be provided. 

	LG
	Other datasets in proposal 3-61 can include map-based hybrid channel model. So, this proposal can be merged into proposal 3-61. 

	Nokia
	Yes, we are open to discuss and see more results. 

	Ericsson
	Support

	Samsung
	Ok. 

	
	



Proposal 3-62a: (for 10/10 GTW session)
Companies may explore and provide evaluation results based on additional simulation methodology for generating synthetic data, such as map-based hybrid channel model in 38.901.
(It is optional for companies to provide such evaluation results.)

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	



Proposal 3-63:
Field data can be additionally provided and studied by companies. How to guarantee the integrity, generalization and interpretability of field data should be further investigated

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	Huawei, HiSilicon
	It is optional for companies to provide field data. 

	
	




Reference models
OPPO:
Proposal 2: Consider at least one among Option 1-3 for calibration of AI/ML evaluation.
· Option 1: Common dataset and reference model for calibration.
· Option 2: Common dataset without reference model for calibration.
· Option 3: Reference model without common dataset for calibration.
· Option 4: No calibration.

CATT:
Proposal 8: Further discuss the need of defining reference AI/ML model(s) in a later phase.
· Reference AI/ML model(s) may not be necessary for performance calibration, but it may be useful for RAN4 to define requirements and test cases, or facilitate two-sided model training.

CMCC:
Proposal 7: To facilitate the performance comparison of AI/ML models, the reference model can be defined for some use cases.


Proposal 3-64: (Continuing discussion from 2-13 in RAN1 #110)
Further discuss the need of defining reference AI/ML model(s) in a later phase
· Reference AI/ML model(s) may not be necessary for performance calibration, but it may be useful for RAN4 to define requirements and test cases, or facilitate two-sided model training.

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	





Model and study disclosure
vivo:
Proposal 33: It is encouraged for companies to provide model description files in pre-defined file format for cross-checking purposes (e.g. ONNX). With the help of ONNX and the corresponding dataset, all companies can choose their own tools (e.g. TensorFlow or PyTorch) to verify the performances.

Ericsson:
Proposal 2 [bookmark: _Toc115449665]Companies should provide sufficient details about their AI/ML and baseline experiments (including datasets, feature extraction, AI/ML model description, training methods, pre-/post-processing, and non-ML algorithms) to enable the main conclusions to be reproduced.

Proposal 3 [bookmark: _Toc115449668]Companies should provide a high-level academic style description of the AI/ML model with sufficient detail that it may be reimplemented by other companies (if needed).

Samsung
Proposal #10: For evaluation purpose, companies should report their results with, at least, a higher level description of their AI/ML model. Higher level description includes 
· Types of neural network for AI/ML model, e.g., CNN, LSTM, transformer, etc.
· Number of layers


Proposal 3-65: (Adapted from Proposal 2-14a in RAN1 #110)
Companies are encouraged to share sufficient details about their AI/ML and baseline experiments, including datasets, feature extraction, AI/ML model description, training methods, pre-/post-processing, and non-ML algorithms. Companies may voluntarily share their trained model description files in an open format (e.g., ONNX).

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	




Model generalization
Futurewei:
Proposal 4: For each use case, consider/discuss:
· Whether scenario-based, generalized, or both deployment options should be supported.
· For scenario-based deployment, a subset of the data unseen during AI/ML model training from the same scenario should be used to verify AI/ML model generalization by default.  
· For generalized deployment, the assumptions of potential data availability in the target scenarios (or scenario families) should be included in the evaluation discussion, e.g., sufficient data is available, only small amount of data is available or no data is available. 

Huawei:
Proposal 29: The study of model generalization should focus on the capability that a single AI/ML model can work well on various inference/test datasets with different characteristics from the training dataset.

Proposal 30: The detailed generalization criteria can be discussed at 9.2.1 until sufficient progress has been made for the generalization discussion for each use case.

Spreadtrum:
Proposal 7: The generalization of AI/ML model should be specifically considered during AI/ML model generation.

vivo:
Proposal 34: The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations as a starting point:
· [bookmark: _Hlk115197190]Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A/Drop#A/Cell#A/Area#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A/Drop#A/Cell#A/Area#A
· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A/Drop#A/Cell#A/Area#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A/Drop#A/Cell#A/Area#A, e.g., Scenario#B/Configuration#B/Drop#B/Cell#B/Area#B
· Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A/Drop#A/Cell#A/Area#A and a different dataset than Scenario#A/Configuration#A/Drop#A/Cell#A/Area#A, e.g., Scenario#B/Configuration#B/Drop#B/Cell#B/Area#B, Scenario#A/Configuration#B/Drop#B/Cell#B/Area#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.

Ericsson:
Proposal 4 [bookmark: _Toc115449667]Companies should clarify whether the training and test datasets use the same seed for the deployment (e.g., UE locations and orientations), large scale fading (e.g., geometry, delay spreads, angular spreads), spatial correlation (e.g., LOS/NLOS and indoor/outdoor states), and spatial consistency. 
Fujitsu:
Proposal 8: Regarding the generalization evaluation of cross-configuration, it is suggested to clarify:
· The generalization capability is the same as that of the scenario-related configuration
· The performance KPI is the same as that of the scenario-related configuration
· The assumptions of the model used in evaluation:
· Alt-1: a model family where the structures of all the model members are the same, but with different parameters
· Alt-2: a backbone model with different pre-processing/post-processing scaled to various input/output sizes
· Alt-3: others

CMCC:
Proposal 8: The average performance under multiple configurations / scenarios should be evaluated to evaluate the generalization capability of AI/ML model.
Proposal 9: The performance loss of intermediate or eventual performance KPIs using configurations / scenarios-common models over configurations / scenarios-specific models can also be adopted as the metric for evaluating the generalization performance.

NVIDIA:
Proposal 11: From a common framework’s perspective, introduce “in-distribution generalization” and “out-of-distribution generalization” in the terminology list and leave the details of generalization types to the discussion of each use case.
Proposal 12: In-distribution generalization: training and test data have the same distribution.
Proposal 13: Out-of-distribution generalization: training and test data do not have the same distribution.

Samsung:
Proposal #11: The following cases for verifying the generalization performance of an AI/ML model over various scenarios/configurations:
· Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A
· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B
· Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.

Proposal #12: For the case when a single model has to be employed across multiple scenarios and/or configurations, RAN1 should study various approaches that would improve generalization performance and their specification impact. Approaches may include
· Training with mixed dataset
· Switching through a family of AI/ML models for a certain task
· Model update via transfer learning

NTT DOCOMO:
Proposal 13: Consider the following types for generalization evaluation 
Type1: Intra-site performance with different UE behavior (e.g., different UE locations, speed, and trajectories)
Type2: Inter-site performance with the same deployment scenarios (e.g., different outdoor/indoor probability)
Type2A: Type2 + different configuration/deployment (e.g., various beam configuration, various BWs)
Type3: Inter-site performance with different deployment types (e.g., different scenarios, such as UMa, Umi, InF)
Type3A: Type3 + different configuration/deployment (e.g., various beam configuration, various BWs) 
Proposal 14: Decide whether to study some latency (e.g., latency for data collection/model update) after studying generalization performance. 



FL comment: The intention of the following proposal is to generalize the generalization agreement made in 9.2.2.1 so that it is applicable to all use cases.
Proposal 3-66: The following cases are considered for verifying the generalization performance of an AI/ML model 
· Case 1: The AI/ML model is trained based on training dataset from one Setup#A, and then the AI/ML model performs inference/test on different dataset from the same Setup#A.
· Case 2: The AI/ML model is trained based on training dataset from one Setup#A, and then the AI/ML model performs inference/test on different dataset from a different setup, e.g., Setup#B.
· Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple Setups, e.g., Setup#A and Setup#B, and then the AI/ML model performs inference/test on dataset from an individual Setup contained in the mixed dataset, e.g.,  Setup#A, Setup#B.
where a Setup may refer to Scenario, Configuration, Drop, Cell, Area, or combinations of them.

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	




Proposal 3-67: 
Study various approaches for achieving good performance across different scenarios/configurations/areas, including
· Model generalization, i.e., using one model that is generalizable to different scenarios/configurations/areas
· Model specialization, i.e., using a family of models where each model specializes to a particular scenario-/configuration-/area-specific
· E.g., Models in a model family may share a common structure and only differ in parameters
· E.g., Models in a model family may share a common backbone with added model-specific layers
· E.g., Models in a model family may share a common backbone with different pre-/post-processing
· Online model fine-training

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	





Common KPIs
In RAN1 #110, the following list for common KPIs has been agreed.
Agreement 
The following is an initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
1. Performance
· Intermediate KPIs
· Link and system level performance 
· Generalization performance
1. Over-the-air Overhead
· Overhead of assistance information
· Overhead of data collection
· Overhead of model delivery/transfer
· Overhead of other AI/ML-related signaling
1. Inference complexity
· Computational complexity of model inference: FLOPs
· Computational complexity for pre- and post-processing
· Model complexity: e.g., the number of parameters and/or size (e.g. Mbyte)
· Training complexity
· LCM related complexity and storage overhead
· FFS: specific aspects
· FFS: Latency, e.g., Inference latency
Note: Other aspects may be added in the future, e.g. training related KPIs
Note: Use-case specific KPIs may be additionally considered for the given use-case. 



Huawei:
Proposal 31:  Consider power consumption in common KPI for evaluating the performance benefit of AI/ML. 
· Companies are encouraged to report power consumption for the AI/ML model as part of the evaluation.

vivo:
Proposal 35: Consider intermediate results for performance comparison between companies.
Proposal 36: It is encouraged for companies to provide BLER, Tput or spectrum efficiency results of LLS or SLS.
Proposal 37: The over-the-air overhead evaluation can be discussed later after these aspects having clear conclusions.
Proposal 38: Companies are encouraged to provide results in the following table for complexities and expected latencies (under certain base chipset computation power assumption) or latency requirements (for the target use case) for the models used for each use case.
Table 13-2: Expected complexities of AI models from companies.
	
	Company 1
	Company 2
	Company 3
	…

	AI Model 1
	
	
	
	

	AI Model 2
	
	
	
	

	AI Model 3
	
	
	
	

	…
	
	
	
	

	…
	
	
	
	

	
	
	
	
	



Table 13-3: Expected latencies of AI models from companies.
	
	Company 1
	Company 2
	Company 3
	…

	AI Model 1
	
	
	
	

	AI Model 2
	
	
	
	

	AI Model 3
	
	
	
	

	…
	
	
	
	

	….
	
	
	
	

	
	
	
	
	



Proposal 39: Inference complexity can be measured by following aspects.
· Computational complexity of model inference: FLOPs
· Computational complexity for pre- and post-processing: FLOPs
· Model complexity: model size (e.g. Mbyte)
Proposal 40: Consider setting up an upper limit for model size for a fair comparison between companies. 1~10Mega parameters size can be considered.
Proposal 41: Companies are encouraged to assess power consumptions for the models used for each use case for KPI evaluation and also for defining feasible options for the reported latency/complexity values of AI/ML capabilities.
Proposal 42: The training complexity evaluation can be discussed later after model training categories and methods having clear conclusions.
Proposal 43: The LCM related complexity and storage overhead evaluation can be discussed later after LCM and storage having clear conclusions.

SEU:
Proposal 1：For the two-sided NN model, the FLOP numbers of the NNs at the UE and the gNB should be calculated and evaluated, respectively. 
Proposal 2：The memory access cost and the degree of parallelism must also be considered in the NN speed evaluation.
Proposal 3：During NN design, the NN module with a high degree of parallelism and low memory access cost is preferred.

OPPO:
Proposal 4: Focus on complexity evaluation for AI/ML inference. The AI/ML training complexity and AI/ML inference/training power consumption are not applicable as a compulsory metric for evaluation.
Proposal 5: The computation complexity for an AI/ML algorithm can be evaluated in terms of FLOPs.
Proposal 6: For sub each use case, the maximum acceptable computation complexity can be defined based on the tolerable of inference latency for this sub use case.

LG:
Proposal #8. Latency is not considered as a common KPI. 

CATT:
Proposal 11: At least for offline training, companies can voluntarily share their training strategies, but it is unclear whether it is meaningful to set up training complexity KPIs for comparison. 
Proposal 12: For LCM related complexity and storage overhead, the following aspects can be considered:
· Storage/computation for training data collection.
· Storage/computation for model monitoring.
· Storage/latency for model activation, deactivation, switching, and fallback operation.
Note: Overhead of LCM signaling is assumed to be captured in Over-The-Air Overhead already.
Proposal 13: It is more proper to discuss inference latency under UE/network capability, rather than common KPI for AI/ML model.

Lenovo:
Proposal 2: To evaluate if a scheme is applicable in practical scenarios, there should be thorough analysis of its associated delays and then compare them with the latency requirement of the system and latency for baseline Rel-17 schemes.  

Proposal 3: Consider the latency as one of the KPIs/Metrics (if applicable) for the common aspects of an evaluation methodology of a proposed AI/ML model for any of the agreed use cases. Some possible sources of latency are:
· Latency of data collection for the training phase (if applicable, e.g., not applicable for offline training)
· Latency of data collection for the updating phase (if applicable)
· Latency of model training (if applicable, e.g., it is not applicable for offline training)
· Latency of model update (if applicable)
· Latency of model transfer (if applicable)

Xiaomi:
Proposal 9: 
· Study how to perform the power consumption comparison among different AI –based methods
· Study how to perform the power consumption comparison between AI-based method and the traditional non-AI based method

CMCC:
Proposal 10: The model size can be adopted as one representative KPI to evaluate the overhead of model delivery/transfer.
Proposal 11: The inference latency can be adopted as one common KPI when evaluating the performance of AI/ML model.

Nokia:
Proposal 21: For RAN1 ML-enabled solutions purposes, the TOP/FLOP/MACs and memory footprint estimates should include also the processing required to pre-process the input data, process the signaling, and post-processing the output from the ML algorithm.
Proposal 22: For RAN1 ML-enabled solutions purposes, to include in the over-the-air overhead analysis the time delay budget allowed for the potential model transfer, control signaling (activation/deactivation/switch), data collection, data pre/post processing, and inference procedures.

NVIDIA:
Proposal 10: AI/ML model complexity and computational complexity should not be regarded as a roadblock to the adoption of AI/ML based algorithms for NR air interface.

NTT DOCOMO:
Proposal 12: Companies can voluntarily provide their models estimating power consumption model based on FLOPs with their expected implementations.  

Proposal 14: Decide whether to study some latency (e.g., latency for data collection/model update) after studying generalization performance. 


Proposal 3-68:
Study how to capture power consumption of AI/ML models and how to compare against non-AI/ML baselines to assess if it is feasible to add power consumption into the list of common KPIs.

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	



Proposal 3-69:
Study how to capture inference latency of AI/ML models and how to compare against non-AI/ML baselines to assess if it is feasible to add inference latency into the list of common KPIs.

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	



Proposal 3-70:
Assessment of computation complexity, model complexity, and inference latency should also consider those for pre- and post-processing.

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	




Proposal 3-71:
For LCM related complexity and storage overhead, the following aspects can be considered:
· Storage/computation for training data collection.
· Storage/computation for model monitoring.
· Storage/latency for model activation, deactivation, switching, and fallback operation.
Note: Overhead of LCM signaling is assumed to be captured in Over-The-Air Overhead already.

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	




Proposed conclusion 3-72:
For RAN1 ML-enabled solutions purposes, the inference complexity in terms of ML TOP/FLOP/MACs and ML model size might be less relevant due to the platform-dependent and implementation (hardware and software) optimization solutions, which are out of the scope of 3GPP.

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	





Potential Specification Impact Assessment
General observations
Intel:
Proposal-5: Study specification impacts associated with one sided models (at least UE-side models) and two-sided models that may include UE capability exchange, performance monitoring, activation, de-activation, configuration of models.


PHY layer aspects

Protocol aspects


Interoperability and testability aspects
vivo:
Proposal 44: Discussion is needed on whether and how to test generalization performance, e.g., how to guarantee a model tested is effective in real deployment.
Proposal 45: Paired model for TE/UE is challenging for RAN4 test for two-sided AI/ML model.

Ericsson:
Proposal 5 [bookmark: _Toc115449656]Solutions to recommend for a potential work item shall support full NW-UE interoperability based on 3GPP specified procedures.

Nokia:
Proposal 23: The UE performance requirements and testing methodology should not aim at testing the ML model or ML algorithm/architecture implementation (input features, inference output, hyperparameters, etc.), but rather at testing the output/outcome of the overall ML-enabled function, which is supported or assisted by the ML algorithm.
Proposal 24: RAN1 to analyse for each use case the need to set requirements and testing methods for the LCM procedure(s) in the UE, including ML model training and ML model deployment, as part of the ML-enabled function under test.
Proposal 25: For all use cases studied in the context of RAN1 ML-enabled solutions, consider discussing the introduction of corresponding test requirements that capture non-stationary radio environment conditions that may imply switching and/or updating of underlying ML model.


Proposal 3-73: 
Companies are encouraged to bring discussion on interoperability and testability aspects, including, but not limited to, the following:
· Discussion on testing model generalization performance
· Discussion on two-sided AI/ML model interoperability and testing
· Discussion on how to handle multiple models (e.g., model switching, model selection)
· Discussion on how to handle model update (e.g., offline and online model update)
· Whether and how to test LCM

	
	Yes
	No

	Agree?
	
	

	Company
	Comments

	
	

	
	




SI structure
RAN1 sub-agendas
Huawei:
Proposal 27: For the discussion of LCM, studying model activation/deactivation, model selection/switching, [model monitoring], and [UE capability] in 9.2.1, while studying model deployment, data collection, model training, updating, inference, model monitoring, model fallback, and UE capability in the agendas of each use case can be a starting point.
· FFS on [model registration], and [model configuration].

NTT DOCOMO:
Proposal 1: Define procedure to finalize the representative sub use cases for efficient discussion as following.
Step1. Determine candidates of representative sub use cases in AI 9.2.X.2 based on initial evaluation results and potential specification impacts discussed in the contributions
Step2. Agree on evaluation methodology specific to each candidate of representative sub use case in AI 9.2.X.1 by RAN1#110b-e
Step3. Analyze representative sub use cases to be able to finalize characterization and baseline performance evaluations by RAN#98


Coordination with RAN2 
Huawei:
Proposal 28: Send LS to RAN2 to study the signalling of lifecycle management related functionalities, including data collection (and dataset delivery), model registration, model activation/deactivation/ fallback, model monitoring, model selection/switching, and model updating.

Proposal 32: The discussions and decisions of AI/ML sub use cases/schemes should be led by RAN1 and coordinate with RAN2 by sending LS to ask the potential RAN2 impact of the AI/ML sub use cases/ schemes.

Ericsson:
Proposal 6 [bookmark: _Toc115449660]Send an LS to RAN2 asking RAN2 to study mechanisms for AI/ML model transfer for LCM scenario #7 and it assess its associated complexity
#7: Two-sided model with NW-centric training where the NW transfers trained model to the UE for inference at the UE.

Proposal 7 [bookmark: _Toc115449664]Study in RAN2 a general data collection framework to support UE performing data logging/collection and reporting the collected data to NW for model training.

vivo:
LS to RAN2 to study the solutions of model transfer, including CP- and UP-based solutions, and coordinate with relevant WG(s), e.g., SA2, about UP-based model transfer, if necessary.

MediaTek:
[bookmark: OLE_LINK133]Proposal 9: RAN1 should not prioritize any network-UE collaboration levels without RAN2 evaluation and input.  
[bookmark: OLE_LINK8][bookmark: OLE_LINK9]
Proposal 13: RAN1 should focus on identify the interaction between UE and gNB for each use case and leave the procedure and protocol impact to RAN2. 

[bookmark: _Hlk116254210]Proposal 3-74:
Placeholder for sending LS.


Proposal 3-75:
Placeholder for sending LS.


Coordination with RAN4



Others
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Working list of terminologies
Working Assumption 
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion. 
The description of the terminologies may be further refined as the study progresses.
New terminologies may be added as the study progresses.
It is FFS which subset of terminologies to capture into the TR.
 
[bookmark: _Ref115696702]Table 2: Working list of terminologies
	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 

	AI/ML model training
	A process to train an AI/ML Model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML model Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.

	Model download
	Model transfer from the network to UE

	Model upload
	Model transfer from UE to the network

	Online training
	An AI/ML training process where the model being used for inference) is (typically continuously) trained in (near) real-time with the arrival of new training samples. 
Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple interactions of the model, but no exchange of local data samples.

	Offline field data
	The data collected from field and used for offline training of the AI/ML model

	Online field data
	The data collected from field and used for online training of the AI/ML model

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Unsupervised learning
	A process of training a model without labelled data.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.

	Model activation
	enable an AI/ML model for a specific function

	Model deactivation
	disable an AI/ML model for a specific function

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function





Agreement from RAN#1 109-e
Agreement
· Use 3gpp channel models (TR 38.901) as the baseline for evaluations.
· Note: Companies may submit additional results based on other dataset than generated by 3GPP channel models
 
Working Assumption
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion. 
The description of the terminologies may be further refined as the study progresses.
New terminologies may be added as the study progresses.
It is FFS which subset of terminologies to capture into the TR.

	Terminology
	Description

	Data collection
	A process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics and inference

	AI/ML Model
	A data driven algorithm that applies AI/ML techniques to generate a set of outputs based on a set of inputs. 

	AI/ML model training
	A process to train an AI/ML Model [by learning the input/output relationship] in a data driven manner and obtain the trained AI/ML Model for inference

	AI/ML model Inference
	A process of using a trained AI/ML model to produce a set of outputs based on a set of inputs

	AI/ML model validation
	A subprocess of training, to evaluate the quality of an AI/ML model using a dataset different from one used for model training, that helps selecting model parameters that generalize beyond the dataset used for model training.

	AI/ML model testing
	A subprocess of training, to evaluate the performance of a final AI/ML model using a dataset different from one used for model training and validation. Differently from AI/ML model validation, testing does not assume subsequent tuning of the model.

	UE-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the UE

	Network-side (AI/ML) model
	An AI/ML Model whose inference is performed entirely at the network

	One-sided (AI/ML) model
	A UE-side (AI/ML) model or a Network-side (AI/ML) model

	Two-sided (AI/ML) model
	A paired AI/ML Model(s) over which joint inference is performed, where joint inference comprises AI/ML Inference whose inference is performed jointly across the UE and the network, i.e, the first part of inference is firstly performed by UE and then the remaining part is performed by gNB, or vice versa.

	AI/ML model transfer
	Delivery of an AI/ML model over the air interface, either parameters of a model structure known at the receiving end or a new model with parameters. Delivery may contain a full model or a partial model.

	Model download
	Model transfer from the network to UE

	Model upload
	Model transfer from UE to the network

	Federated learning / federated training
	A machine learning technique that trains an AI/ML model across multiple decentralized edge nodes (e.g., UEs, gNBs) each performing local model training using local data samples. The technique requires multiple interactions of the model, but no exchange of local data samples.

	Offline field data
	The data collected from field and used for offline training of the AI/ML model

	Online field data
	The data collected from field and used for online training of the AI/ML model

	Model monitoring
	A procedure that monitors the inference performance of the AI/ML model

	Supervised learning
	A process of training a model from input and its corresponding labels. 

	Unsupervised learning
	A process of training a model without labelled data.

	Semi-supervised learning 
	A process of training a model with a mix of labelled data and unlabelled data

	Reinforcement Learning (RL)
	A process of training an AI/ML model from input (a.k.a. state) and a feedback signal (a.k.a.  reward) resulting from the model’s output (a.k.a. action) in an environment the model is interacting with.

	Model activation
	enable an AI/ML model for a specific function

	Model deactivation
	disable an AI/ML model for a specific function

	Model switching
	Deactivating a currently active AI/ML model and activating a different AI/ML model for a specific function



Conclusion
As indicated in SID, although specific AI/ML algorithms and models may be studied for evaluation purposes, AI/ML algorithms and models are implementation specific and are not expected to be specified.

Observation
Where AI/ML functionality resides depends on specific use cases and sub-use cases.

Conclusion
· RAN1 discussion should focus on network-UE interaction.
· AI/ML functionality mapping within the network (such as gNB, LMF, or OAM) is up to RAN2/3 discussion.

 
Agreement
Take the following network-UE collaboration levels as one aspect for defining collaboration levels
1.	Level x: No collaboration
2.	Level y: Signaling-based collaboration without model transfer
3.	Level z: Signaling-based collaboration with model transfer
Note: Other aspect(s), for defining collaboration levels is not precluded and will be discussed in later meetings, e.g., with/without model updating, to support training/inference, for defining collaboration levels will be discussed in later meetings
FFS: Clarification is needed for Level x-y boundary 
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Agreement 
Study the following aspects, including the definition of components (if needed) and necessity, in Life Cycle Management
· Data collection
· Note: This also includes associated assistance information, if applicable.
· Model training
· [Model registration]
· Model deployment
· Note: Terminology is to be defined. This includes process of compiling a trained AI/ML model and packaging it into an executable format and delivering to a target device. 
· [Model configuration]
· Model inference operation
· Model selection, activation, deactivation, switching, and fallback operation
· Note: some of them to be refined
· Model monitoring
· Model update
· Note: Terminology is to be defined. This includes model finetuning, retraining, and re-development via online/offline training.
· Model transfer
· UE capability
Note: Some aspects in the list may not have specification impact.
Note: Aspects with square brackets are tentative and pending terminology definition.
Note: More aspects may be added as study progresses. 

Agreement
The following is an initial list of common KPIs (if applicable) for evaluating performance benefits of AI/ML
· Performance
· Intermediate KPIs
· Link and system level performance 
· Generalization performance
· Over-the-air Overhead
· Overhead of assistance information
· Overhead of data collection
· Overhead of model delivery/transfer
· Overhead of other AI/ML-related signaling
· Inference complexity
· Computational complexity of model inference: FLOPs
· Computational complexity for pre- and post-processing
· Model complexity: e.g., the number of parameters and/or size (e.g. Mbyte)
· Training complexity
· LCM related complexity and storage overhead
· FFS: specific aspects
· FFS: Latency, e.g., Inference latency
Note: Other aspects may be added in the future, e.g. training related KPIs
Note: Use-case specific KPIs may be additionally considered for the given use-case. 

Working Assumption
	Terminology
	Description

	Online training
	An AI/ML training process where the model being used for inference) is (typically continuously) trained in (near) real-time with the arrival of new training samples. 
Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.



Note: It is encouraged for the 3gpp discussion to proceed without waiting for online/offline training terminologies.

Working Assumption
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion.
	Terminology
	Description

	AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.



Note: Companies are encouraged to bring discussions on various options and their views on how to define Level y/z boundary in the next RAN1 meeting.
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