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Introduction
So far, the following two sub use cases have been agreed for characterization and baseline performance evaluation:
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
In this contribution, we discuss some more details on the above sub use cases. 
Discussion on sub use cases
Training/Inference location
In previous meeting, it was discussed whether training and inference can be located in different side. The following 4 options are listed:
· Alt.1. AI/ML model training and inference at NW side
· Alt.2. AI/ML model training and inference at UE side
· Alt.3. AI/ML model training at NW side, AI/ML model inference at UE side
· Alt.4. AI/ML model training at UE side, AI/ML model inference at NW side
For both BM-Cases 1 and 2, we think it makes more sense that both training and inference are located at the same side as the different location of the training and inference requires large amount of the receiver processing/assumption that needs to be standardized. In addition, Alt.3 and Alt.4 may involve model transfer, which further increase the complexity. Therefore, Alt.1 and Alt.2 should be prioritized. 
Proposal 1: Prioritize Alt 1 (AI/ML model training and inference at NW side) and Alt 2 (AI/ML model training and inference at UE side) for further study in this SI. 

What beam(s) to predict
In the previous meeting, it has been discussed what beams to predict for both BM-Case 1 and Case 2. The following alternatives are agreed to be further studied: 
	 Agreement 
For the sub use case BM-Case1 and BM-Case2, further study the following alternatives for the predicted beams:
•	Alt.1: DL Tx beam prediction
•	Alt.2: DL Rx beam prediction
•	Alt.3: Beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam)
•	Note1: DL Rx beam prediction may or may not have spec impact.



To further discuss the above alternatives, we understand the ultimate goal of beam management is to find a suitable beam pair rather than Tx beam or Rx beam only. But this does not mean that Alt.3 should be the only option for the beam management case studies. In our understanding, the difference between Alt 3 and other two alternatives is that, the Tx and Rx beams are jointly predicted by one AI/ML model for Alt 3. The same goal can be achieved by two separate AI/ML models, one to predict Tx beam (Alt.1) and one to predict Rx beam (Alt.2). Furthermore, Alt.1 and Alt.2 do not necessarily combined together. For example, AI/ML model can be used to predict Tx beam, but the Rx beam is selected by conventional (non-AI/ML) measurement-based approach.
In the following, we further analyze the feasibility of the above alternatives by considering the location of AI/ML model (i.e. NW-side vs UE-side model).
Alt.1 DL Tx beam prediction
For DL Tx beam prediction, it can be done by either NW-side or UE-side model. As discussed in Section 2.1, it is preferable to have both training and inference located at the same side. The NW-side model has the merits including facilitating data collection from different UEs for model training, and easy to control and monitor AI/ML model, etc. The UE-side model, on the other hand, can have quicker response and be easier to utilize UE internal other information including sensors to obtain assistance information. More detailed comparison between NW-side and UE-side models can be found in [1].
One might doubt the usefulness of UE-side model for DL Tx beam prediction, considering the fact that UE’s DL Tx beam should be controlled by NW in principle. Nevertheless, we think at least for RRC idle or inactive UEs, UE-side model can have strong use case. 
Proposal 2: For DL Tx beam predication, support to study both NW-side and UE-side models  
Another discussion point is whether UE Rx beam information (such as beam angle, beam shape, boresight direction, etc.) are necessary for DL Tx beam prediction (e.g. as additional input to AI/ML model). In our opinion, if UE Rx beam is used as additional input, it basically becomes DL Tx-Rx beam pair prediction (Alt.3), which will be discussed below after discussion on Alt.2. Briefly speaking, we see Rx beam highly coupled with UE implementation, UE location/orientation, and channel NLOS condition including the relation to human body, which makes its usefulness very questionable to NW-side model.
By contrast, for the model of DL Tx beam prediction without relying on Rx beam as input, it is equivalent to assuming omni Rx beam. For RRM purpose, UE Rx beam needs to be swept around. To report the detected beam with the best Rx beam as the UE implementation would be equivalent to enhanced performance of omni-Rx beam. In addition, for model training, measurement results collected from different UEs would be used to averaged out the difference in UE individual Rx beam implementations and individual UE usage/orientation. Therefore, DL Tx beam prediction without Rx beam information can be used as baseline study.     

Alt.2 DL Rx beam prediction
For DL Rx beam predication, only UE-side model makes sense, because NW is not interested in knowing or controlling UE’s Rx beam. Even if NW wanted to do it, the feasibility is questionable because the Rx beam is implementation dependent and the UE’s own orientation/location and NLOS conditions are constantly changing. If AI/ML is used for DL Rx beam prediction at UE side, it can be also left for UE implementation.     

Alt.3 DL Tx-Rx beam pair prediction
For the same reasons mentioned above in DL Rx beam prediction, NW-side model is not so applicable for DL beam pair prediction as well. Instead of beam pair prediction, the NW-side model is more suitable to predict the pair of {DL Tx beam, absolute Rx direction} because this can remove the need to know the UE’s individual implementation of the Rx beam and UE’s location/orientation. Once the prediction is done, after gNB indicates the prediction result to the UE, UE can select its Rx beam to match the indicated absolute Rx direction. 
On the other hand, DL beam pair prediction can be done by UE-side model because UE has full knowledge of its Rx beam. As long as the spatial relation information about the DL Tx beams is available at UE side (either implicitly or explicitly, more on this in the next section), it is feasible for UE to perform beam pair prediction. 
One should note that for the beam pair prediction, the prediction space increase dramatically, compared to Tx or Rx beam only prediction. The performance gain versus complexity needs to be carefully evaluated. Considering the limited time for the study item, it seems wise to focus on simpler case to predict one direction instead of beam pair.
Proposal 3: Prioritize Alt.1 DL Tx beam prediction for further study over Alt.2 Rx beam prediction and Alt 3 Tx-Rx beam pair prediction.  
    

Assistance information
For DL Tx beam prediction or DL Tx-Rx beam pair prediction, one important information is the spatial relationship among different Tx beams (or called Tx beam pattern information). It can be defined with different level of details. For example, it can be described as beam shape using e.g. beam boresight direction (azimuth and elevation), 3dB beamwidth, etc. Alternatively, it could be sufficient to define relative spatial relation instead of detailed beam shape for each beam, because the detailed beam shape may, on one hand, have risk of disclose proprietary and, on the other hand, not so meaningful due to NLOS. One example of such relative spatial relation could be that, beam#2 is between beam#1 and beam#3. The spatial relationship among Tx beams is inherently available at gNB but not available at UE side.
There are two ways to handle the above mentioned spatial relationship. It can be included as one of inputs to the AI/ML model as assistance information. Or, AL/ML model can be trained with one specific assumption on the spatial beam relationship. In the former case, the AI/ML model is more general and can be applied to different settings of spatial beam relationship. But the performance might not be as good as a specific model dedicated to the specific setting of spatial relationship. In the latter case, the AI/ML model does not need the spatial relationship information as input. But in order to apply to different settings of spatial relationship (e.g. site-specific beam pattern), multiple models need to be trained.      
In case of UE-side inference, the spatial relationship information needs to be made available at UE side for the prediction of DL Tx beam or DL Tx-Rx beam pair. For example, if the AI/ML model requires the spatial relationship as one of inputs, then spatial relationship among Tx beams needs to be signaled to the UE explicitly. On the other hand, if multiple models have been trained with each corresponding to one specific assumption of Tx beam relationship, NW can activate one of the models corresponding to the site-specific beam pattern at the UE side. In this case, the spatial relationship information is rather implicitly signaled to the UE by the model itself.
In case of NW-side inference, no signaling is needed since gNB has all the spatial relationship information. This is true for the case of one general model and the case of multiple specific models mentioned above.  
Observation 1: Beam pattern information can be defined as model input to make the model more general. Otherwise, multiple models need to be trained with each corresponding to one specific assumption of Tx beam pattern.
Observation 2: For UE-side inference, Tx beam pattern information needs to be made available at UE side. 
Proposal 4: Study how to efficiently signal the Tx beam pattern information to UE. 



Conclusion

In this paper, we have discussed some details on beam management sub use cases. We have the following observations and proposals:
Observation 1: Beam pattern information can be defined as model input to make the model more general. Otherwise, multiple models need to be trained with each corresponding to one specific assumption of Tx beam pattern.
Observation 2: For UE-side inference, Tx beam pattern information needs to be made available at UE side. 
Proposal 1: Prioritize Alt 1 (AI/ML model training and inference at NW side) and Alt 2 (AI/ML model training and inference at UE side) for further study in this SI. 
Proposal 2: For DL Tx beam predication, support to study both NW-side and UE-side models  
Proposal 3: Prioritize Alt.1 DL Tx beam prediction for further study over Alt.2 Rx beam prediction and Alt 3 Tx-Rx beam pair prediction.  
Proposal 4: Study how to efficiently signal the Tx beam pattern information to UE. 
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