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1. Introduction
At the RAN#94-e meeting, a new SID [1] on “Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface” was approved. This SID captures the objective of SI in terms of potential specification impacts as following.
	1. Assess potential specification impact, specifically for the agreed use cases in the final representative set and for a common framework:
· PHY layer aspects, e.g., (RAN1)
· Consider aspects related to, e.g., the potential specification of the AI Model lifecycle management, and dataset construction for training, validation and test for the selected use cases
· Use case and collaboration level specific specification impact, such as new signalling, means for training and validation data assistance, assistance information, measurement, and feedback
· Protocol aspects, e.g., (RAN2) - RAN2 only starts the work after there is sufficient progress on the use case study in RAN1 
·  Consider aspects related to, e.g., capability indication, configuration and control procedures (training/inference), and management of data and AI/ML model, per RAN1 input 
· Collaboration level specific specification impact per use case 
· Interoperability and testability aspects, e.g., (RAN4) - RAN4 only starts the work after there is sufficient progress on use case study in RAN1 and RAN2
· Requirements and testing frameworks to validate AI/ML based performance enhancements and ensuring that UE and gNB with AI/ML meet or exceed the existing minimum requirements if applicable
· Consider the need and implications for AI/ML processing capabilities definition


[bookmark: _Hlk99710673]In this contribution, we discuss sub use-cases and potential specification impacts on AI/ML for positioning accuracy enhancements.
2. [bookmark: DocumentFor]Discussion
2.1. Sub use cases
At the RAN1#110 meeting, following agreement was reached regarding categorization of AI/ML based positioning approaches [2].
	Agreement
For characterization and performance evaluations of AI/ML based positioning accuracy enhancement, the following two AI/ML based positioning methods are selected.
· Direct AI/ML positioning
· AI/ML assisted positioning
Note 1: the selection does not intend to provide any indication of the prospects of any future normative project.
Note 2: further discussion (including selection of other sub use cases and/or down selection of selected sub use cases) are not precluded based on performance evaluation and potential specification impact study results.


Based on the agreement, the potential input and output of the sub use cases can be further discussed. 
For AI/ML assisted positioning, various of intermediate features can be considered as output for positioning accuracy enhancement, e.g., LOS/NLOS indication, AoA, ToA, RSTD, Rx-Tx time difference, RSRP, etc. For direct AI/ML positioning, the input can be channel information (e.g., CIR, CFR) or legacy measurement results and/or assistance information in NR positioning from UE/gNB/LMF, e.g., LOS/NLOS indication, AoA, ToA, RSTD, Rx-Tx time difference, RSRP, etc. On the other hand, it is also possible to apply the output by AI/ML assisted positioning as the input for direct AI/ML positioning. The benefit of both direct AI/ML positioning method and AI/ML assisted AI/ML positioning method can be kept. 
Proposal 1:
Further study on whether/how the output of an AI/ML assisted positioning model can be applied as the input for another direct AI/ML positioning model.
According to analysis above, in the current sub use case categorization, each of them still have many different input/output types, that may lead different spec impacts. In our view, the current coarse classification can be further down selected. Otherwise, the workload would be large to study all possible different input/output types for the two methods. The down selection of current sub use cases can be considered from following perspectives:
· Option 1: Down selection is based on different input/output types, i.e., for direct AI/ML positioning, when applying different information as input, they can be regarded as different sub use cases. For AI/ML assisted positioning, different input or different output intermediate features would be regarded as different sub use cases. 
· Option 2: Down selection is based on difference on specification impact. E.g., for direct AI/ML positioning applied with LMF side model, when input is CIR and/or measurement results/assistance information, there may be difference on signaling exchange impact, and they can be regarded as different sub use cases. For AI assisted positioning, when the output is an intermediate feature of UE side and/or gNB side, there may be difference on signalling exchange impact, and they can be regarded as different sub use cases.
For AI/ML positioning study in RAN1, the key issue would be RAN1 specification impact. Therefore, at least specification impact can be considered for down selection of sub use case. Moreover, if down selection is based on different input/output, it would be difficult for companies to converge to certain use cases, considering there are so many different combinations of input/output.
Proposal 2:
Further down select sub use cases based on at least different specification impacts.
2.2. Model inference
Following agreement was reached at the RAN1#110 meeting for the AI/ML model training and inference [2]:
	Agreement
Study aspects in terms of potential benefit(s) and requirement(s)/specification impact(s) of AI/ML model training and inference in AI/ML for positioning accuracy enhancement considering at least
· UE-side or Network-side training
· UE-side or Network-side inference
· Note: model inference at both UE and network side is not precluded where proponent(s) are encouraged to clarify their AI/ML approaches
Note: companies are encouraged to clarify aspects of their proposed AI/ML approaches for positioning when AI/ML model training and inference are not performed at the same entity


Meanwhile, the positioning methods applied to AI/ML positioning were also discussed and following conclusion was made: 
	Conclusion
To use the following terminology defined in TS 38.305 when describe their proposed positioning methods
· UE-based
· UE-assisted/LMF-based
· NG-RAN node assisted


Specification impact on AI/ML model inference can be analyzed from the perspective of different positioning methods, as well as different sub use cases as shown below in Table1.
Table1 The specification impact when AI/ML model deployed at different side
(1) AI/ML model at UE side
	            Sub use cases
Positioning method
	Direct AI/ML positioning
	AI/ML assisted positioning

	UE-based 
	No specification impact on signaling exchange
	No specification impact on signaling exchange

	LMF-based
	UE assisted
	Not considered.
LMF based positioning means positioning output is at LMF side, AI model with direct AI/ML based positioning at UE side means positioning output is at UE side. Therefore, such cases are not feasible.

	Possible specification impact on new signaling exchange from gNB/LMF to UE, e.g., assistance info./measurements to extract feature;
Possible specification impact on new signaling exchange from UE/gNB to LMF, e.g., output intermediate feature;

	
	NG-RAN assisted
	
	Not considered.


(2) AI/ML model at gNB side
	         Sub use cases
Positioning method
	Direct AI/ML positioning
	AI/ML assisted positioning

	UUE-based 
	Not considered.
UE based or LMF based positioning means positioning output is at UE or LMF side, AI model with direct AI/ML based positioning at gNB side means positioning output is at gNB side. Therefore, such cases are not feasible.

	Not considered.
UE-based/UE-assisted positioning means gNB is not involved in positioning procedure, thus, AI model with AI/ML assisted positioning at gNB side is not feasible.

	LLMF-based
	UE assisted
	
	

	
	NG-RAN assisted
	
	Possible specification impact on new signaling exchange from LMF to gNB, e.g., assistance info./measurements to extract feature;
Possible specification impact on new signaling exchange from gNB to LMF, e.g., output intermediate feature;


(3) AI/ML model at LMF side
	       Sub use cases
Positioning method
	Direct AI/ML positioning
	AI/ML assisted positioning

	UUE-based 
	Not considered.
UE based positioning means positioning output is at UE side, AI model with direct AI/ML based positioning at LMF side means positioning output is at LMF side. Therefore, this case is not feasible.

	Possible specification impact on new signaling exchange from LMF to UE, e.g., output intermediate feature;

	LLMF-based
	UUE assisted
	Possible specification impact on new signaling exchange (e.g., CIR) between UE/gNB and LMF;

	
	NNG-RAN assisted
	Possible specification impact on new signaling exchange (e.g., CIR) between gNB and LMF;


According to the above analysis, some combinations of sub use cases and positioning methods can be first precluded. For example, if an AI/ML model for direct AI/ML positioning is deployed at UE/LMF side, only UE/LMF based positioning need to be considered. If an AI/ML model for AI/ML assisted positioning is deployed at UE side, RAN assisted LMF based positioning does not need to be considered. Similarly, if an AI/ML model for AI/ML assisted positioning is deployed at gNB side, UE assisted LMF based positioning or UE based positioning does not need to be considered. There is no need to consider direct AI/ML assisted positioning model deployed at gNB side.
Meanwhile, it can be observed that, smaller or simpler specification impacts would be required for AI/ML model at LMF side with LMF based positioning method, and AI/ML model at UE side with UE based positioning method. Therefore, they can be studied with the highest priority. For AI/ML model at gNB side, only AI/ML assisted positioning with NG-RAN assisted positioning method can be considered, but its performance has not yet been observed superior to that on LMF side. Thus, we think AI/ML model inference at gNB side can be deprioritized.
Proposal 3:
Discuss in which side the AI/ML model inference to be deployed considering the applied positioning methods and sub use cases.
· For LMF based positioning method, AI/ML model at LMF side is preferred.
· For UE based positioning method, AI/ML model at UE side is preferred.
Proposal 4:
For AI/ML positioning, deprioritize model inference at gNB side.
2.3. Data collection
Following agreement was reached at the RAN1#110 meeting for the data collection for AI/ML model training:
	Agreement
Regarding data collection for AI/ML model training, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement
· Ground truth label determination (e.g., based on UE/PRU/TRP measurement/report)
· Partial and/or noisy ground truth label
· Signaling for data collection
· Other aspects are not precluded


More details need to be discussed on the issue of data collection. Firstly, what data should be collected in data collection needs to be determined, e.g., ground truth data of UE coordinates, intermediate values for positioning. For AI based positioning, this information should be associated with the corresponding timing information to ensure the accuracy of positioning in near real time. Secondly, how to collect ground truth data for AI-based positioning and the requirement of ground truth data should be discussed. In our understanding, the ground truth data can be acquired by UE report, where the GNSS capability is required; or acquired from PRU, whose location information is known by the network. 
Proposal 5:
The ground truth label can be UE coordinate and/or intermediate value with timing information.
Proposal 6:
Discuss how to collect ground truth data for AI-based positioning and the requirement of ground truth data, e.g., via UE report/PRU.
2.4. Model activation/deactivation
The terminologies of model activation/deactivation have been defined in previous meetings as to enable/disable an AI/ML model for a specific function.
For AI/ML positioning, which node to determine the model activation/deactivation for UE-NW collaboration level y and z needs to be considered. In our view, LMF should determine whether to activate/deactivate models, as the positioning method is determined by LMF in the current framework. Similarly, for other terminologies in life cycle management discussion in 9.2.1, ‘network’ may be replaced by ‘LMF’ when applying them to AI/ML positioning scenario.
Proposal 7:
Discuss which node to determine the model activation/deactivation as well as other life cycle management for UE-NW collaboration level y and z.
2.5. Model monitoring
Considering the specification impact on AI/ML model monitoring, following agreement was made at the RAN1#110 meeting:
	Agreement
Regarding AI/ML model monitoring and update, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement
· AI/ML model monitoring performance metrics
· Condition of AI/ML model update
· Reference signals and measurement feedback/report
· Other aspects are not precluded


For the model monitoring, the performance metrics of an AI model could consider at least performance, latency, complexity, etc. Meanwhile, other UE behaviors than model update are possible after AI/ML model monitoring, e.g., model switching, fallback operation, etc.
Proposal 8: 
Consider performance metrics at least from following aspects for AI/ML model monitoring:
· Performance
· Latency 
· Complexity 
Proposal 9:
Further discuss the UE behavior after model monitoring. 
3. Conclusion 
Proposal 1:
Further study on whether/how the output of an AI/ML assisted positioning model can be applied as input for another direct AI/ML positioning model.
Proposal 2: 
Further down select sub use cases based on at least different spec. impact.
Proposal 3:
Discuss in which side the AI/ML model inference to be deployed considering the applied positioning methods and sub use cases.
· For LMF based positioning method, AI/ML model at LMF side is preferred.
· For UE based positioning method, AI/ML model at UE side is preferred.
Proposal 4:
For AI/ML positioning, deprioritize model inference at gNB side.
Proposal 5:
The ground truth label is UE coordinate and/or intermediate value with timing information.
Proposal 6:
Discuss how to collect ground truth data for AI-based positioning and the requirement of ground truth data, e.g., via UE report/PRU.
Proposal 7:
Discuss which node to determine the model activation/deactivation as well as other life cycle management for UE-NW collaboration level y
Proposal 8: 
Consider performance metrics from following aspects for AI/ML model monitoring:
· Performance
· Latency 
· Complexity 
Proposal 9:
Further discuss the UE behavior after model monitoring.
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