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1. Introduction
At the RAN#94-e meeting, a new SID [1] on “Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface” was approved. This SID captures the objective of SI in terms of the evaluation on use cases as following.
For the use cases under consideration:
1) Evaluate performance benefits of AI/ML based algorithms for the agreed use cases in the final representative set:
· Methodology based on statistical models (from TR 38.901 and TR 38.857 [positioning]), for link and system level simulations. 
· Extensions of 3GPP evaluation methodology for better suitability to AI/ML based techniques should be considered as needed.
· Whether field data are optionally needed to further assess the performance and robustness in real-world environments should be discussed as part of the study. 
· Need for common assumptions in dataset construction for training, validation and test for the selected use cases. 
· Consider adequate model training strategy, collaboration levels and associated implications
· Consider agreed-upon base AI model(s) for calibration
· AI model description and training methodology used for evaluation should be reported for information and cross-checking purposes
· KPIs: Determine the common KPIs and corresponding requirements for the AI/ML operations. Determine the use-case specific KPIs and benchmarks of the selected use-cases.
· Performance, inference latency and computational complexity of AI/ML based algorithms should be compared to that of a state-of-the-art baseline
· Overhead, power consumption (including computational), memory storage, and hardware requirements (including for given processing delays) associated with enabling respective AI/ML scheme, as well as generalization capability should be considered.

In this contribution, we discuss the evaluation on AI/ML for beam management.
2. [bookmark: _Hlk101767974]Discussion on the evaluation on AI/ML for beam management
2. Sub use-cases description
At the RAN1#109-e meeting, the agreement supporting spatial-domain beam prediction and temporal beam prediction for characterization and baseline performance evaluations was made as following [2]. 
Agreement
For AI/ML-based beam management, support BM-Case1 and BM-Case2 for characterization and baseline performance evaluations
· BM-Case1: Spatial-domain DL beam prediction for Set A of beams based on measurement results of Set B of beams
· BM-Case2: Temporal DL beam prediction for Set A of beams based on the historic measurement results of Set B of beams
· FFS: details of BM-Case1 and BM-Case2
· FFS: other sub use cases
Note: For BM-Case1 and BM-Case2, Beams in Set A and Set B can be in the same Frequency Range

For both spatial-domain and temporal-domain beam prediction, the agreement was achieved regarding the general simulation approach for dataset construction and performance evaluation, as well as the evaluation metric such as the complexity of AI/ML model and the performance comparison between AI-based method and baseline. The simulation results in this contribution were conducted based on the agreed assumptions. In the subsequent sections, we discuss the evaluation methodology of BM-Case 1 and BM-Case 2, and simulation results of BM-Case 2 with two different prediction patterns.
2. Evaluation methodology
2.2.1 Spatial-domain beam prediction (BM-Case 1)
At RAN1#109-e meeting, RS overhead reduction was agreed as one of system performance related KPIs, Obviously, when the number of beams in Set B (N) is lower than Set A (M), the RS overhead could be reduced since UE is not required to measure all the RS resources in Set A. In case of top-K beam prediction, top-K beams in Set A could be inferred from the measurements on Set B. In this optimal case, the RS overhead would be 1-N/M as captured in the agreement [2].
Agreement
System performance related KPIs, may include the following options:
· UE throughput: CDF of UE throughput, avg. and 5%ile UE throughput
· RS overhead reduction at least for spatial-domain beam prediction at least for top-1 beam:
· 1-N/M,
· where N is the number of beams (with reference signal (SSB and/or CSI-RS)) required for measurement
· where (FFS) M is the total number of beams
· Note: Non-AI/ML approach based on the measurement of these M beams may be used as a baseline
· FFS on whether to define a proper value for M for evaluation.

However, if the top-1/K predicted beam(s) from Set A are not included in Set B, UE might be required to measure the beam quality with top-1/K predicted beam(s) from Set A. Fig.1 illustrates the additional beam measurement with top-1 predicted beam based on beam measurements of Set B. As shown in Fig.1, UE might have to perform the beam measurement with the predicted top-1/K beam(s) so that UE is ready to receive PDCCH/PDSCH with the corresponding top-1/K beam(s), when top-1/K predicted beam(s) from Set A is not measured in Set B. One of potential reasons is the known condition of TCI-state. In the current specification, L1-RSRP reporting is necessary before activating TCI-state with the corresponding QCL source RS for PDSCH/PDCCH. Likewise, the actual QCL relation might not be obtained without the actual beam measurements. In AI/ML-based beam measurements, only the predicted RSRP(s) of top-1/K predicted beam(s) are available instead of actual RSRP(s) when the predicted top-1/K beam(s) are not included in Set B. If the predicted L1-RSRP(s) are sufficient to satisfy the known condition of TCI-state, the additional beam measurements can be ignored. Otherwise, it is necessary to consider the additional beam measurements in AI/ML-based beam management. In that case, the additional beam measurements should be taken into consideration even for performance KPI discussion to avoid the over-estimation for the performance of AI/ML-based beam managements. For example, the following equation can be considered as KPI for RS overhead reduction.

Observation 1: Additional beam measurements might be necessary for PDSCH/PDCCH reception with top1/K predicted beam(s), when the top-1/K predicted beam(s) are not included in beams measured for the beam prediction.
Proposal 1: Discuss the requirement of actual QCL relation, and consider the additional RS measurement overhead to obtain the actual QCL relation if necessary.
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Figure 1. Additional beam measurements with the top-1 predicted beam for reception with the beam, when the top-1 predicted beam is not included in beam measurements for the beam prediction.
2.2.2 Temporal beam prediction (BM-Case 2)
Reporting overhead reduction is an important KPI to evaluate the performance of temporal beam prediction with NW side model. At the RAN1#109-e and #110 meeting, UCI report overhead has been agreed as one of the performance KPIs [2][3]. However, it is not decided how to define the exact value of UCI report overhead.
Agreement
Other KPIs are not precluded and can be reported by companies, for example:
· Reporting overhead reduction: (FFS) The number of UCI report and UCI payload size, for temporal /spatial prediction
Agreement
To evaluate the performance of AI/ML in beam management at least for NW side beam prediction, UCI report overhead can be further studied as one of KPI options. 
· FFS: number of UCI reports and UCI payload size

As the AI model can predict the channel quality based on historical beam measurements, a certain beam tracking ability can be achieved with less frequent beam measurements. As shown in Fig.2, temporal beam prediction with NW side model can compensate for the smaller number of beam measurements than conventional beam management without beam prediction. Likewise, the reporting overhead, such as the number of uplink transmissions for CSI reports and UCI overhead, can be reduced by temporal beam prediction with NW side model. To analyse the performance gain of temporal beam prediction, the number of transmissions of UCI reports should be considered as the performance KPI. 
Proposal 2: Consider the number of transmissions for UCI as performance KPI:
· It is beneficial to reduce the number of uplink transmissions for commercial aspects
· Temporal beam prediction with NW side model can enable beam management with low frequent beam measurement reports
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Figure 2. Additional beam measurements with the top-1 predicted beam for reception with the beam, when the top-1 predicted beam is not included in beam measurements for the beam prediction. 
Agreement
For the sub use case BM-Case2, further study the following alternatives:
· Alt.1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt.2: Set B is a subset of Set A (Set A and Set B are not the same)
· Alt.3: Set A and Set B are the same
· Note1: The beam pattern of Set A and Set B can be clarified by the companies. 

Temporal beam prediction can be categorized into three scenarios as the above agreement, (Alt.1) a set of measured beams is a subset of predicted beams, (Alt.2) a set of measured beams and predicted beam are different, and (Alt.3) a set of measured beam and predicted beam are the same. In Alt.1 and Alt.2, the further gain can be expected by exploiting the AI/ML spatial domain beam prediction performance. However, we analyse the performance under Alt.3 in this contribution, so that the performance gain solely brought by temporal beam prediction can be observed well.
According to the discussion in previous meetings, there has been two patterns of temporal beam prediction:
· Pattern 1: The sequence of inputs of AI/ML model has different periodicity and time scale from that of the sequence of outputs (Input: large; Output: small) as shown in Figure 3.
· Pattern 2: The sequence of inputs of AI/ML model has the same periodicity and time scale as that of the sequence of outputs as shown in Figure 4.
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Figure 3. Illustration of pattern 1
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Figure 4. Illustration of pattern 2
Both pattern 1 and pattern 2 may be useful in the actual commercial deployment. Pattern 1 describes the scenario when the measurement and reporting frequency is largely decreased thanks to the AI/ML model since the beam condition in-between the adjacent measurements and reports could be inferred well. Pattern 2 describes the scenario when the measurement and reporting with legacy/normal periodicity could be occasionally suspended since the AI/ML could play the inference for the beam condition instead. Therefore, we think both of the patterns should be considered in the study for BM-Case 2.
Proposal 3: Both Pattern 1 and Pattern 2 should be considered in the BM-Case 2 for both evaluation and study on specification impact.
· Pattern 1: The sequence of inputs of AI/ML model has different periodicity and time scale from that of the sequence of outputs (Input: large; Output: small).
· Pattern 2: The sequence of inputs of AI/ML model has the same periodicity and time scale as that of the sequence of outputs.
In this contribution, we will evaluate the intermediate KPI for both of the patterns. As shown in the Figure 2 and 3, following parameters in Table 1 and Table 2 would be used to conduct the simulation. In the simulation, Tx-Rx beam sweeping is conducted to obtain beam measurements of all beam pairs between each report.
Table 1. Time-domain parameters for pattern 1
	Parameters
	Definition
	Case 1

	
	
	30km/h 60km/h
	90km/h

	N
	The number of historical reports (input)
	5
	5

	T1(=N*(M+1)*10)
	The time duration of the historical reports
	4800ms
	3200ms

	M
	The number of predicted results (output)
	95
	63

	T2(=M*10)
	The time duration of the predicted results
	950ms
	630ms

	P
	The periodicity of Rx sweeping
	120ms
	80ms


Table 2. Time-domain parameters for pattern 2
	Parameters
	Definition
	Case 2

	
	
	30km/h,60km/h,90km/h

	N
	The number of historical reports(input)
	5

	T1(=N*160)
	The time duration of the historical reports
	800ms

	M
	The number of predicted results(output)
	5

	T2(=M*160)
	The time duration of the predicted results
	800ms

	P
	The periodicity of Rx sweeping
	20ms


The other simulation parameters for dataset generation are listed in Table 3.
Table 3. Simulation parameters for dataset generation
	Parameters
	Values

	Frequency Range
	FR2 @ 30 GHz, SCS: 120 kHz

	Deployment
	200m ISD, 2-tier model with wrap-around (7 sites, 3 sectors/cells per site)

	Channel mode
	UMa with distance-dependent LoS probability function defined in Table 7.4.2-1 in TR 38.901.

	System BW
	80MHz

	UE Speed
	3km/h

	UE distribution
	80% indoor ,20% outdoor as in TR 38.901

	Transmission Power
	Maximum Power and Maximum EIRP for base station and UE as given by corresponding scenario in 38.802 (Table A.2.1-1 and Table A.2.1-2)

	BS Antenna Configuration
	One panel: (M, N, P, Mg, Ng) = (4, 8, 2, 1, 1), (dV, dH) = (0.5, 0.5) λ as baseline
TxRU=2, 12 beams are assumed(H(6)*V(2))
TxRU mapping rule: TR 36.897 section 5.2.2

	BS Antenna radiation pattern
	TR 38.802 Table A.2.1-6, Table A.2.1-7

	UE Antenna Configuration
	Panel structure: (M,N,P) = (1,4,2), 2 panels (left, right) with (Mg, Ng) = (1, 2) 
TxRU=2, 4 beams are assumed per panel(H(4)) according to ITU evaluation assumption; TxRU mapping rule: TR 36.897 section 5.2.2

	UE Antenna radiation pattern
	TR 38.802 Table A.2.1-8, Table A.2.1-10

	Beam correspondence
	No beam correspondence is assumed(Only DL transmission is simulated.)

	BS Tx Power
	40 dBm

	Maximum UE Tx Power
	23 dBm

	BS receiver Noise Figure
	7 dB

	UE receiver Noise Figure
	10 dB

	Inter site distance
	200m

	BS Antenna height
	25m

	UE Antenna height
	1.5 m

	Car penetration Loss
	38.901, sec 7.4.3.2: μ = 9 dB, σp = 5 dB

	UE speed
	30Km/h, 60Km/h, 90Km/h

	UE distribution
	100% outdoor

	Spatial consistency
	Procedure A in TR38.901

	UE trajectory
	Random direction straight-line trajectories(Option 4)

	UE orientation
	Randomly per-UE chosen for UE orientation initially and is fixed

	UE rotation speed
	0


Besides, following KPI and baseline are adopted:
· KPI: 
· Performance gain of beam prediction accuracy:
· Average L1-RSRP difference of top-1 predicted beam.
· Beam prediction accuracy (%) for top-1 beam:
· Beam prediction accuracy (%) for top-5 beams:
· Option 1: The beam prediction accuracy (%) is the percentage of “the top-1 predicted beam is one of the top-5 genie-aided beams”.
· Option 2: The beam prediction accuracy (%) is the percentage of “the top-1 genie-aided beam is one of the top-5 predicted beams”.
· Beam prediction accuracy (%) with 1dB margin for Top-1 beam
· The beam prediction accuracy (%) with 1dB margin is the percentage of the top-1 predicted beam “whose ideal L1-RSRP is within 1dB of the ideal L1-RSRP of the top-1 genie-aided beam” 
· Reporting overhead: the number of uplink transmission during T1.
· Overhead and Complexity of AI/ML model:
· The bytes of model.
· The number of parameters of AI/ML model.
· FLOPs (floating point operations per second).
· Baseline: both options proposed in the last meeting were adopted
· Option 1a: Select the best beam for T2 within Set A of beams based on the measurements of all the RS resources or all possible beams from Set A of beams at the time instants within T2.
· Option 2: Select the best beam for T2 within Set A of beams based on the measurements of all the RS resources from Set B of beams at the time instants within T1.
· The best beam of the last time instant within T1 is selected as the best beams within T2.
· Set A and Set B are the same.
2. Performance evaluation results
In this section, the performance of temporal beam prediction is provided. In order to analyse the benefit of AI-based method, three UE speed values, i.e. 30km/h, 60km/h, 90km/h were assumed in the simulation.
The performance of Pattern 1 is provided in Table 4. AI/ML model could predict the beams with much better accuracy than conventional sample-and-hold method. The gain of L1-RSRP over conventional method is 1.8dB~6.5dB. The performance gain is more obvious in the high UE speed, i.e. 60km/h and 90km/h, since the beam variation in the time duration for prediction (T2) is more severe while sample-and-hold could not track the variation well. However, since AI/ML model can formulate the possible variation from the historical measurements, the best beam could be tracked much better with AI/ML model.
Moreover, given that the performance of AI/ML based method is high even with the time-domain parameters introduced in Section 2.2.2, AI/ML based method prediction could work well even when the Rx-sweeping periodicity (P) is large (>>20ms). This can ease the UE efforts on conducting fast beam sweeping to get the best beam pair(s).
Table 4. Performance of Pattern 1
	
	Baseline O1a
	30Km/h
	60Km/h
	90Km/h

	
	
	Baseline O2
	AI/ML
	Baseline O2
	AI/ML
	Baseline O2
	AI/ML

	Average L1-RSRP difference of Top-1 predicted beam(dB)
	0
	3.2
	1.4
	7.2
	0.8
	7.2
	0.7

	Beam prediction accuracy (%) for Top-1 beams
	100
	57.5
	70.3
	36
	77.1
	36.0
	79.8

	Beam prediction accuracy (%) for Top-5 beams
	Option 1
	100
	87.3
	93.3
	71.2
	97.1
	71.1
	97.6

	
	Option 2
	100
	87.9
	93.4
	71.6
	97.0
	71.4
	97.0

	Beam prediction accuracy (%) with 1dB margin for Top-1 beam
	100
	63.2
	75.9
	39.9
	82.5
	39.9
	85.1

	Reporting overhead 
	96*5
	5


Fig.5 shows the CDF of L1-RSRP difference of Top-1 predicted beam for different UE speeds, which could help to interpret the reason of the performance gain. Even though the RSRP gap of the first prediction time is sufficiently high for conventional method, the gap is significantly increased at the last prediction time. However, the AI/ML model holds almost similar performance from the first prediction time to the last prediction time.
	30 km/h
	60 km/h
	90 km/h
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Figure 5. CDF of L1-RSRP difference of Top-1 predicted beam(All predicted time instances, first predicted instance, last predicted instance) for pattern 1
Observation 2: AI/ML could improve the beam prediction accuracy in time-domain, and the performance gain is higher in the high UE speed scenario.
Observation 3: The performance of AI/ML-based beam prediction is good even if Rx-sweeping periodicity (P) is large (>>20ms).
Proposal 4: Discuss the different performance gain for different UE speed for BM-Case 2, and consider the target scenario/speed for BM-Case 2 .
Also, the performance of pattern 2 is provided in Table 5 and Figure 6. The same tendency could be observed as the pattern 1, while the absolute values of performance gain are different. Firstly, it is observed that AI/ML model could not provide performance gain when the UE speed is low, i.e. 30km/h. The main reason is that it is quite easy for conventional method to track the beam variation if UE moves slow, which could be further verified in Figure 6. The conventional method could predict the beam at the first time much better than AI/ML model with very high accuracy for the 30km/h. However, when the UE speed increases, the prediction accuracy of the first time and last time by conventional method deteriorates rapidly while AI/ML model could hold the performance. Therefore, we think the higher UE speed scenario is the one which BM-Case 2 should target at.
Table 5. Performance of Pattern 2
	
	Baseline O1a
	30Km/h
	60Km/h
	90Km/h

	
	
	Baseline O2
	AI/ML
	Baseline O2
	AI/ML
	Baseline O2
	AI/ML

	Average L1-RSRP difference of Top-1 predicted beam(dB)
	0
	1.3
	1.2
	3.6
	1.7
	6.2
	2.0

	Beam prediction accuracy (%) for Top-1 beams
	100
	75.6
	71.9
	58.3
	67.4
	45.2
	64.4

	Beam prediction accuracy (%) for Top-5 beams
	Option 1
	100
	95.5
	95.0
	85.5
	92.1
	74.3
	90.1

	
	Option 2
	100
	95.6
	95.0
	85
	93.1
	73.2
	91.0

	Beam prediction accuracy (%) with 1dB margin for Top-1 beam
	100
	81.4
	77.7
	63.6
	73
	49.8
	70

	Reporting overhead
	2*5
	5



	30 km/h
	60 km/h
	90 km/h
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Figure 6. CDF of L1-RSRP difference of Top-1 predicted beam(All predicted time instances, first predicted instance, last predicted instance) for pattern 2
Observation 4: Similar tendency to pattern 1 could be observed for pattern 2 while the absolute performance gain of AI/ML is lower.
The overhead and complexity of AI/ML model is given in Table 6. Actually, the AI/ML models used for pattern 1 and pattern 2 are quite alike, and have the similar overhead and complexity. Therefore, we just provide the results of the model for pattern 1.
Table 6. Overhead and complexity of AI/ML model
	Overhead
	Value

	Bytes of model
	320K

	Number of parameters
	6.8K

	Complexity
	Value

	FLOPs
	36K



3. Conclusion
In this contribution, we discussed evaluation on AI/ML for beam management. Based on the discussion we made the following observations and proposals.
Observation 1: Additional beam measurements might be necessary for PDSCH/PDCCH reception with top1/K predicted beam(s), when the top-1/K predicted beam(s) are not included in beams measured for the beam prediction.
Observation 2: AI/ML could improve the beam prediction accuracy in time-domain, and the performance gain is higher in the high UE speed scenario.
Observation 3: The performance of AI/ML-based beam prediction is good even if Rx-sweeping periodicity (P) is large (>>20ms).
Observation 4: Similar tendency to pattern 1 could be observed for pattern 2 while the absolute performance gain of AI/ML is lower.
Proposal 1: Discuss the requirement of actual QCL relation, and consider the additional RS measurement overhead to obtain the actual QCL relation if necessary.
Proposal 2: Consider the number of transmissions for UCI as performance KPI:
· It is beneficial to reduce the number of uplink transmissions for commercial aspects
· Temporal beam prediction with NW side model can enable beam management with low frequent beam measurement reports
Proposal 3: Both Pattern 1 and Pattern 2 should be considered in the BM-Case 2 for both evaluation and study on specification impact.
· Pattern 1: The sequence of inputs of AI/ML model has different periodicity and time scale from that of the sequence of outputs (Input: large ; Output: small) as shown in Figure 3.
· Pattern 2: The sequence of inputs of AI/ML model has the same periodicity and time scale as that of the sequence of outputs as shown in Figure 4.
Proposal 4: Discuss the different performance gain for different UE speed for BM-Case 2, and consider the target scenario/speed for BM-Case 2.
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