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Introduction
In RAN#94-e meeting, a study item on evolution of NR duplex operation is approved and the corresponding description is provided in [1].
[bookmark: _GoBack]According to the SID, the subband non-overlapping full duplex and potential enhancements on dynamic/flexible TDD are studied. Also, identification of deployment scenarios and developing evaluation methodology are also included in the scope as follows.
	In this study, the followings are assumed:
· Duplex enhancement at the gNB side
· Half duplex operation at the UE side
· No restriction on frequency ranges

The detailed objectives are as follows:
· Identify applicable and relevant deployment scenarios (RAN1).
· Develop evaluation methodology for duplex enhancement (RAN1).
· [bookmark: _Hlk89796625]Study the subband non-overlapping full duplex and potential enhancements on dynamic/flexible TDD (RAN1, RAN4).
· Identify possible schemes and evaluate their feasibility and performances (RAN1).
· Study inter-gNB and inter-UE CLI handling and identify solutions to manage them (RAN1). 
· Consider intra-subband CLI and inter-subband CLI in case of the subband non-overlapping full duplex.
· Study the performance of the identified schemes as well as the impact on legacy operation assuming their co-existence in co-channel and adjacent channels (RAN1).
· Study the feasibility of and impact on RF requirements considering adjacent-channel co-existence with the legacy operation (RAN4).
· Study the feasibility of and impact on RF requirements considering the self-interference, the inter-subband CLI, and the inter-operator CLI at gNB and the inter-subband CLI and inter-operator CLI at UE (RAN4).
· Note: RAN4 should be involved early to provide necessary information to RAN1 as needed and to study the feasibility aspects due to high impact in antenna/RF and algorithm design, which include antenna isolation, TX IM suppression in the RX part, filtering and digital interference suppression.
· Summarize the regulatory aspects that have to be considered for deploying the identified duplex enhancements in TDD unpaired spectrum (RAN4).



In this contribution, we discuss on the deployment scenarios and evaluation methodology for the subband non-overlapping full duplex and potential enhancements on dynamic/flexible TDD. In addition, we provide our initial evaluation results on subband non-overlapping full duplex.

Deployment scenarios and evaluation methodology
In this section, we provide our views on the remained details for deployment scenarios and evaluation methodology based on the agreements made in RAN1#110 meeting.

Indoor UE height
For UE distribution of Urban Macro and Dense Urban Macro layer, two options, clustered UE distribution (as baseline) and uniform UE distribution (as optional), were discussed and agreed in RAN1#110 [2]. In the case of clustered UE distribution, the decision on the height of the indoor UE remained as FFS.
	Agreement
Update the previous agreement as below:
For UE distribution of Urban Macro and Dense Urban Macro layer, 
· Baseline: (UE clustering at least for FR1)
· M users per macro TRP
· Step 1: Randomly drop X UE cluster centers within one macro cell geographical area considering the minimum distance between macro TRP to UE cluster center as Dmacro-to-cluster and the minimum distance between two UE cluster centers as Dinter-cluster 
· Step 2: Y% UEs are randomly and uniformly dropped within the UE clusters with the radius of R, (1-Y%) users randomly and uniformly dropped in the macro geographical area outside the clusters
· Note: UEs dropped within the UE cluster(s) are indoor with 3km/h; UEs dropped outside the UE cluster(s) are outdoor in car with 30km/h
· UE outdoor/indoor proportion: 20% outdoor in cars: 30km/h; 80% indoor in houses: 3km/h
· Outdoor UEs: 1.5 m; 
· FFS: Indoor UEs height 
· Y%=80%
· FFS the values of M, X, Dmacro-to-cluster, Dinter-cluster, R
· Optional: 
· 10 users per macro TRP (per direction), and all users are randomly and uniformly dropped within the macro cell
· At least for FR1: 20% outdoor in cars: 30km/h; 80% indoor in houses: 3km/h
· Outdoor UEs: 1.5 m; 
· Indoor UEs: 3(nfl – 1) + 1.5; nfl ~ uniform(1, Nfl) where Nfl ~ uniform(4,8) [refer to TR 36.873 Table 6-1]
· FFS: FR2 details



Considering the real environment in which the UE clustering occurs, it can be assumed that the UEs in the same cluster are indoor UEs located in the same building, and the UEs outside the cluster are outdoor car UEs. In this case, it would be natural for indoor UEs located in the same cluster to be spread across multiple floors in the building.
In case of uniform UE distribution determined as optional, multiple floors are assumed for indoor UE. Therefore, to determine indoor UE height for UE clustering case, it can be considered to simply reuse the equation applied for uniform UE distribution case, i.e., indoor UE height for UE clustering is 3(nfl – 1) + 1.5; nfl ~ uniform(1, Nfl) where Nfl ~ uniform(4,8). 

Proposal 1: In case of UE clustering for UE distribution of Urban Macro and Dense Urban Macro layer, following indoor UE height is adopted;
3(nfl – 1) + 1.5; nfl ~ uniform(1, Nfl) where Nfl ~ uniform(4,8)

Channel model
In RAN1#110 meeting, working assumptions on gNB-gNB/gNB-UE channel model and UE-UE channel model were made [2]. 
According to the working assumption, gNB-gNB/gNB-UE channel model based on TR 38.901 with necessary modifications. 
In case of UE-UE channel model, two options based on TR 36.843 and TR 38.901 were made for FR1 and single option based on TR 38.901 was agreed for FR2. Among the two options for FR1, the reuse of the UE-UE channel model for flexible duplex evaluation in TR 38.802 (i.e., Option 1) is decided to the baseline.
In our view, there doesn't seem to be major problems with these working assumptions. Considering that it is necessary to prevent unnecessary repetition of discussions and evaluation assumptions need to be quickly determined for evaluation work, it is suggested to confirm the working assumptions on gNB-gNB/gNB-UE and UE-UE channel model.

Proposal 2: Confirm the working assumptions on gNB-gNB/gNB-UE channel model and UE-UE channel model.

Antenna configuration
In terms of antenna configuration for SBFD, following three options were discussed and defined in RAN1#110 [2].
· SBFD antenna configuration option-1 (same as Opt 1 in RAN1#109 agreement): The total number of antenna elements of the antenna array for SBFD is the same as the total number of antenna elements of the antenna array for legacy TDD. The total number of TxRUs of the antenna array for SBFD is the same as the total number of TxRUs of the antenna array for legacy TDD.
· SBFD antenna configuration option-2 (same as Opt 2 in RAN1#109 agreement): The total number of antenna elements of the antenna array for SBFD is two times of the total number of antenna elements of the antenna array for legacy TDD. The total number of TxRUs of the antenna array for SBFD is the same as the total number of TxRUs of the antenna array for legacy TDD.
· SBFD antenna configuration option-3 (new): The total number of antenna elements of the antenna array for SBFD is the same as the total number of antenna elements of the antenna array for legacy TDD. The total number of TxRUs of the antenna array for SBFD is half of the total number of TxRUs of the antenna array for legacy TDD.

Additionally, for each of the three SBFD antenna configuration options, one or multiple of detailed methods have been summarized.
It is obvious that there are many different implementation methods for antenna configuration, and each method has pros and cons. Therefore, it seems not desirable to determine a baseline or exclude a specific method, and it is preferable to leave the application of the antenna configuration for evaluation to the company's choice.

Proposal 3: SBFD antenna configuration option and detailed method applied for SBFD evaluation is up to company.

Initial performance evaluation results 
This section provides our initial evaluation results on subband non-overlapping full duplex. 
For the evaluation, throughput and latency performance between HD TDD and SBFD are compared. For performance comparison, following frame structure (i.e., Alt 1 in the agreement in RAN1#109-e [3]) for the legacy TDD and SBFD operation is assumed.
· Alt 1 (No SBFD DL subband in the slots/symbols that correspond to UL slots/symbols in legacy TDD): 
· Legacy TDD: Static TDD UL/DL configuration with {DDDSU}, where S=[12D:2G:0U]
· SBFD: Frame structure#1 (DXXXU), where X denotes a SBFD slot. In time domain, SBFD UL subband spans all the symbols in a SBFD slot. In frequency domain, SBFD UL subband is about [20%] of the channel bandwidth.
DL and UL resource for the legacy TDD and SBFD operation is illustrated in Figure 1. For the evaluation, SBFD Subband configuration#1 with {DUD} pattern and total 14 PRBs of guard band is assumed.
[image: ]         [image: ]
(a) Legacy TDD (HD only)                                       (b) SBFD (HD and SBFD)
Figure 1. DL/UL resource configuration for (a) legacy TDD and (b) SBFD

For the comparison of packet throughput and latency with several option, two FTP packet size and three traffic load are considered for the evaluation. For FTP packet size and DL/UL arrival rate are following the agreement of RAN1#110 below [2].
	Agreement
Adopt the following table for traffic model of FTP model 3 for scenarios in deployment case 1 for SBFD.
	
	Indoor office (FR1&FR2)
	Urban Macro (FR1)
	Dense Urban Macro layer (FR1&FR2)
	Dense Urban Micro layer (FR2)
	Dense Urban with 2-layer (FR1)

	General
	UL and DL are simulated simultaneously. Companies to report which option is used.
· Option 1: Each UE is either assigned UL traffic or DL traffic.
· assume the same number of UEs for UL and DL, FFS the total number of UEs
· FFS how to handle the UE clustering case
· Option 2: Each UE is assigned both UL traffic and DL traffic.

	FTP packet size
	Both symmetric and asymmetric packet size for UL and DL can be considered. Companies to report which option is used.
· Option 1: Symmetric packet size: 
· 1Kbyte for DL/UL, 0.1Mbytes for DL/UL, 0.5Mbytes for DL/UL, 2Mbytes for DL/UL
· Option 2: Asymmetric packet size: 
·  4Kbytes for DL and 1Kbyte for UL, 0.5Mbyte for DL and 0.125 Mbytes for UL

	UL arrival rate for legacy TDD
	· The UL arrival rate is selected to reach a target UL traffic load (RU).
· UL Traffic load: low UL RU ([<10%]), medium UL RU ([20%-30%]), and high UL RU ([~50%]).
· Note: Type-2 RU definition (calculated per link direction) is used
	· The UL arrival rate#1 of Macro cell and UL arrival rate#2 of Micro cell are selected to reach target UL traffic load (RU)#1 of Macro cell and target UL traffic load (RU)#2 of Micro cell, respectively
· UL Traffic load: low UL RU ([<10%]), medium UL RU ([20%-30%]), and high UL RU ([~50%]).
· Note: Type-2 RU definition (calculated per link direction) is used

	DL arrival rate for legacy TDD
	· The DL arrival rate is selected to reach a target DL traffic load (RU).
· DL Traffic load: low DL RU ([<10%]), medium DL RU ([20%-30%]), and high DL RU ([~50%]).
· Note: Type-2 RU definition (calculated per link direction) is used
	· The DL arrival rate#1 of Macro cell and DL arrival rate#2 of Micro cell are selected to reach target DL traffic load (RU)#1 of Macro cell and target DL traffic load (RU)#2 of Micro cell, respectively
· DL Traffic load: low DL RU ([<10%]), medium DL RU ([20%-30%]), and high DL RU ([~50%]).
· Note: Type-2 RU definition (calculated per link direction) is used

	Arrival rate for SBFD
	The UL and DL FTP packet arrival rate for SBFD are the same as legacy TDD.






For the evaluation, UL and DL are simulated simultaneously where each UE is assigned both UL traffic and DL traffic.
For FTP packet size, asymmetric packet size (Option 2) for DL and UL is applied as shown in Table 1. Three DL/UL arrival rates (low/medium/high) for legacy TDD are considered and DL/UL FTP packet arrival rate for SBFD are the same as legacy TDD.
In addition, ASIR is assumed to reflect the effects of SI and CLI on the DL/UL performance. The ASIR implies the adjacent subband interference ratio and is defined as the ratio of the power transmitted on one subband to the total interference received by a receiver on the adjacent subband, due to both transmitter and receiver imperfections without considering channel. For the evaluation, frequency flat ASIR value as provided in Table 2 is assumed. ASIR_BS_BS and ASIR_UE_UE in the table refer the ASIR value applied to inter-site gNB-gNB co-channel inter-subband CLI and UE-UE co-channel inter-subband CLI, respectively.
For the evaluation, the same DL Tx power of gNB is assumed for HD and SBFD slot, so Tx power density per RE is increased in SBFD slot compared to HD slot. Regarding the channel model, large-scale fading is considered only.
Other detailed evaluation assumptions are provided in Table 5 in Annex 1.

Table 1. Evaluation assumption on DL/UL packet size
	　
	DL packet size
	UL packet size

	Packet size 1
	4KB
	1KB

	Packet size 2
	0.5MB
	0.125MB



Table 2. Evaluation assumption on ASIR (Adjacent Subband Interference Ratio)
	ASIR_BS_BS
	ASIR_UE_UE

	43dB
	28dB



Under the assumptions, the evaluation results of the legacy TDD operation (i.e., HD only) and SBFD operation (i.e., HD+SBFD) are obtained. Table 3 and Figures 2, 3, 4 and 5 show the evaluation results according to Packet size 1 in Dense Urban deployment scenario with l-layer (i.e., macro layer only). And Table 4 and Figures 6, 7, 8 and 9 show the evaluation results according to Packet size 2 in Dense Urban deployment scenario with l-layer (i.e., macro layer only). Each result shows Type 1/Type 2 RU, mean/5%/50%/95% packet delay of all transmission, and UE average/tail/median throughput of HD TDD and SBFD operation. 
In the case of UL, despite the gNB to gNB CLI and SI effects, SBFD performance is better than TDD for both packet sizes. For example, In Figure 6.(b), the 50%ile medium RU UE UL throughput of SBFD is obtained about 46.6% gain compared to the TDD. Since the opportunity of UL transmissions increases by the subband slot, latency is reduced in SBFD. Also, by concentrating on UE transmission power in the narrow UL subband for SBFD operation, the power density per RE is increased compared to TDD. So the influence of interference is mitigated and it helps to enhance UL performance gain. In the case of DL, shown in Figure 6.(a), the 50%ile UE DL throughput of SBFD with medium RU is degraded about 14% compared to the TDD. The performance degradation on DL is relatively small considering increment of UL performance boosting. 
That tendency seems even greater with small packet size. For packet size 1, the UL performance of SBFD is boosted and the DL performance of SBFD is degraded compared to packet size 2. There is slight performance degradation of SBFD compared to the TDD operation with packet size 1. For example, in Figure 2.(a) the 50%ile UE DL throughput with medium RU of SBFD with packet size 1 degrades about 12.5% compared to TDD. But, in Figure 2.(b), the 50%ile UE UL throughput of SBFD medium RU with packet size 1 obtained about 439% gain compared to TDD. 
In SBFD, due to the reduced DL BW size in the subband, latency increases when the DL packet size increases. Also, due to the increment in UL packet size in packet size 2, the UE to UE CLI impact increased leading DL performance loss. However, considering the significant gain of UL performance, the amount of DL performance loss seems acceptable.
Based on simulation assumption, same FTP arrival rate is used for both of HD TDD and SBFD. According to RU Type 1 of Table 3 and 4, the smaller value of Type 1 RU is obtained for SBFD compared to TDD for both of DL and UL. In case of UL, SBFD achieves lower Type 1 RU in addition to the higher throughput and lower latency in comparison with HD TDD. In case of DL, throughput and latency performance of SBFD is degraded compared to TDD but SBFD utilizes smaller resources compared to TDD. 

Observation 1: In the case of UL, despite the gNB to gNB CLI and SI effects, SBFD can provide throughput enhancement and latency reduction with smaller resource utilization compared to TDD for both packet sizes.
Observation 2: In the case of DL, because of DL resource reduction and UE to UE CLI impact, SBFD has throughput and latency loss but achieve smaller resource utilization compared to TDD for both packet sizes.
Observation 3: For the smaller the packet size, the higher the UL throughput performance gain and the smaller the DL throughput degradation is obtained for SBFD.

Table 3. DL and UL Resource Utilization of HD TDD and SBFD 
in Dense Urban Macro layer (DL: 4KB, UL: 1KB)
	
	RU Type1
	RU Type2

	
	DL
	UL
	DL
	UL

	TDD_Low_RU
	10.0
	2.5
	13.0
	12.5

	TDD_Medium_RU
	20.1
	5.0
	26.1
	24.9

	TDD_High_RU
	33.7
	8.3
	43.7
	41.3

	SBFD_Low_RU
	7.8
	0.5
	12.1
	1.6

	SBFD_Medium_RU
	16.1
	1.1
	24.8
	3.3

	SBFD_High_RU
	26.7
	2.1
	41.1
	6.4


	[image: ] 
		UE average DL throughput (Mbps)

	　
	5%
	50%
	95%
	Mean

	TDD_Low_RU
	33.68
	43.87
	50.68
	43.19

	TDD_Medium_RU
	16.00
	31.72
	45.75
	31.64

	TDD_High_RU
	2.25
	2.45
	33.35
	9.13

	SBFD_Low_RU
	28.37
	29.44
	30.15
	40.94

	SBFD_Medium_RU
	2.56
	27.77
	41.11
	26.92

	SBFD_High_RU
	2.24
	2.55
	27.25
	7.04





(a) UE average DL throughput (Mbps)
	 [image: ]
		UE average UL throughput (Mbps)

	　
	5%
	50%
	95%
	Mean

	TDD_Low_RU
	2.87
	4.00
	4.83
	3.92

	TDD_Medium_RU
	1.53
	2.62
	4.09
	2.72

	TDD_High_RU
	0.62
	0.80
	2.84
	1.17

	SBFD_Low_RU
	11.31
	12.32
	13.04
	12.25

	SBFD_Medium_RU
	9.67
	11.50
	12.45
	11.31

	SBFD_High_RU
	7.50
	10.19
	11.54
	9.96





(b) UE average UL throughput (Mbps)
Figure 2. DL and UL average throughput performance of HD TDD and SBFD
 in Dense Urban Macro layer (DL: 4KB, UL: 1KB)
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		UE median DL throughput (Mbps)

	　
	5%
	50%
	95%
	Mean

	TDD_Low_RU
	32.00
	64.00
	64.00
	60.53

	TDD_Medium_RU
	21.33
	32.00
	64.00
	42.06

	TDD_High_RU
	2.21
	2.37
	32.00
	11.38

	SBFD_Low_RU
	32.00
	64.00
	64.00
	58.85

	SBFD_Medium_RU
	2.46
	32.00
	64.00
	36.45

	SBFD_High_RU
	2.21
	2.46
	32.00
	8.95





(a) UE median DL throughput (Mbps)
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		UE median UL throughput (Mbps)

	　
	5%
	50%
	95%
	Mean

	TDD_Low_RU
	3.20
	4.00
	5.33
	4.32

	TDD_Medium_RU
	1.78
	3.20
	4.00
	3.25

	TDD_High_RU
	0.59
	0.73
	3.20
	1.29

	SBFD_Low_RU
	16.00
	16.00
	16.00
	15.94

	SBFD_Medium_RU
	16.00
	16.00
	16.00
	15.97

	SBFD_High_RU
	8.00
	16.00
	16.00
	14.53





(b) UE median UL throughput (Mbps)
Figure 3. DL and UL median throughput performance of HD TDD and SBFD
 in Dense Urban Macro layer (DL: 4KB, UL: 1KB)
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		UE tail DL throughput (Mbps)

	　
	5%
	50%
	95%
	Mean

	TDD_Low_RU
	16.00
	21.33
	32.00
	23.66

	TDD_Medium_RU
	6.40
	16.00
	21.33
	15.02

	TDD_High_RU
	2.21
	2.21
	16.00
	4.74

	SBFD_Low_RU
	12.80
	21.33
	32.00
	21.37

	SBFD_Medium _RU
	2.21
	10.67
	21.33
	11.75

	SBFD_High_RU
	2.21
	2.21
	12.80
	3.70





(a) UE tail DL throughput (Mbps)
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		UE tail UL throughput (Mbps)

	　
	5%
	50%
	95%
	Mean

	TDD_Low_RU
	1.14
	1.78
	2.67
	1.82

	TDD_Medium_RU
	0.64
	1.07
	1.78
	1.14

	TDD_High_RU
	0.55
	0.55
	1.14
	0.65

	SBFD_Low_RU
	5.33
	8.00
	8.00
	7.65

	SBFD_Medium _RU
	4.00
	5.33
	8.00
	6.26

	SBFD_High_RU
	4.99
	3.20
	5.33
	5.33





(b) UE tail DL throughput (Mbps)
Figure 4. DL and UL tail throughput performance of HD TDD and SBFD
 in Dense Urban Macro layer (DL: 4KB, UL: 1KB)
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		DL packet latency (slot)

	　
	5%
	50%
	95%
	Mean

	TDD_Low_RU
	0.50
	0.50
	1.00
	0.69

	TDD_Medium_RU
	0.50
	0.50
	3.00
	1.09

	TDD_High_RU
	0.50
	11.50
	14.50
	9.05

	SBFD_Low_RU
	0.50
	0.50
	1.50
	0.75

	SBFD_Medium _RU
	0.50
	1.00
	3.00
	1.05

	SBFD_High_RU
	0.50
	14.00
	14.50
	11.18





(a) DL packet latency (slot)
	 [image: ]
		UL packet latency (slot)

	　
	5%
	50%
	95%
	Mean

	TDD_Low_RU
	0.50
	2.00
	4.50
	2.02

	TDD_Medium_RU
	0.50
	2.50
	8.50
	3.05

	TDD_High_RU
	1.00
	9.00
	14.50
	8.41

	SBFD_Low_RU
	0.50
	0.50
	1.00
	0.65

	SBFD_Medium _RU
	0.50
	0.50
	1.00
	0.69

	SBFD_High_RU
	0.50
	0.50
	1.50
	0.77





(b) DL packet latency (slot)
Figure 5. DL and UL latency performance of HD TDD and SBFD
 in Dense Urban Macro layer (DL: 4KB, UL: 1KB)

Table 4. DL and UL Resource Utilization of HD TDD and SBFD 
in Dense Urban Macro layer (DL: 0.5MB, UL: 0.125MB)
	
	RU Type1
	RU Type2

	
	DL
	UL
	DL
	UL

	TDD_Low_RU
	7.3
	2.2
	9.4
	10.9

	TDD_Medium_RU
	23.9
	5.3
	31.0
	26.7

	TDD_High_RU
	38.2
	8.8
	49.5
	43.9

	SBFD_Low_RU
	6.8
	1.0
	10.5
	3.2

	SBFD_Medium_RU
	20.8
	3.1
	32.1
	9.7

	SBFD_High_RU
	29.6
	6.2
	45.5
	19.4




	[image: ] 
		UE average DL throughput (Mbps)

	　
	5%
	50%
	95%
	Mean

	TDD_Low_RU
	251.33
	427.37
	569.82
	420.54

	TDD_Medium_RU
	182.33
	235.90
	379.29
	252.75

	TDD_High_RU
	150.04
	167.51
	218.10
	177.92

	SBFD_Low_RU
	188.19
	201.39
	209.48
	330.92

	SBFD_Medium _RU
	162.05
	202.62
	271.56
	207.48

	SBFD_High_RU
	145.05
	163.11
	187.57
	164.08





(a) UE average DL throughput (Mbps)
	 [image: ]
		UE average UL throughput (Mbps)

	　
	5%
	50%
	95%
	Mean

	TDD_Low_RU
	34.76
	44.61
	57.82
	44.57

	TDD_Medium_RU
	34.77
	42.08
	51.12
	42.43

	TDD_High_RU
	34.78
	40.31
	46.56
	40.41

	SBFD_Low_RU
	54.02
	75.35
	101.14
	76.18

	SBFD_Medium _RU
	45.12
	58.63
	76.52
	59.56

	SBFD_High_RU
	40.36
	46.52
	56.90
	47.27





(b) UE average UL throughput (Mbps)
Figure 6. DL and UL average throughput performance of HD TDD and SBFD
 in Dense Urban Macro layer (DL: 0.5MB, UL: 0.125MB)
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		UE median DL throughput (Mbps)

	　
	5%
	50%
	95%
	Mean

	TDD_Low_RU
	275.86
	500.00
	615.38
	485.70

	TDD_Medium_RU
	181.82
	250.00
	533.33
	286.15

	TDD_High_RU
	145.45
	160.00
	216.22
	172.90

	SBFD_Low_RU
	195.12
	400.00
	533.33
	391.21

	SBFD_Medium _RU
	163.27
	205.13
	320.00
	217.61

	SBFD_High_RU
	142.86
	156.86
	181.82
	160.02





(a) UE median DL throughput (Mbps)
	 [image: ]
		UE median UL throughput (Mbps)

	　
	5%
	50%
	95%
	Mean

	TDD_Low_RU
	34.79
	45.45
	60.61
	45.51

	TDD_Medium_RU
	35.09
	42.55
	57.14
	43.89

	TDD_High_RU
	34.79
	40.82
	50.00
	41.27

	SBFD_Low_RU
	57.86
	83.33
	111.11
	83.74

	SBFD_Medium _RU
	45.98
	66.67
	95.24
	68.50

	SBFD_High_RU
	39.22
	45.45
	60.61
	47.32





(b) UE median UL throughput (Mbps)
Figure 7. DL and UL median throughput performance of HD TDD and SBFD
 in Dense Urban Macro layer (DL: 0.5MB, UL: 0.125MB)
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		UE tail DL throughput (Mbps)

	　
	5%
	50%
	95%
	Mean

	TDD_Low_RU
	160.00
	235.29
	363.64
	246.84

	TDD_Medium_RU
	137.93
	142.86
	177.78
	153.57

	TDD_High_RU
	135.59
	135.59
	140.35
	140.31

	SBFD_Low_RU
	145.45
	177.78
	266.67
	186.63

	SBFD_Medium _RU
	135.59
	140.35
	148.15
	140.48

	SBFD_High_RU
	135.59
	135.59
	142.86
	137.28





(a) UE tail DL throughput (Mbps)
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		UE tail UL throughput (Mbps)

	　
	5%
	50%
	95%
	Mean

	TDD_Low_RU
	33.90
	37.04
	47.18
	38.55

	TDD_Medium_RU
	33.90
	35.09
	38.46
	35.47

	TDD_High_RU
	33.90
	34.48
	35.71
	34.45

	SBFD_Low_RU
	37.04
	47.62
	74.07
	50.54

	SBFD_Medium _RU
	34.48
	37.04
	43.60
	37.65

	SBFD_High_RU
	33.90
	34.48
	35.71
	34.63





(b) UE tail DL throughput (Mbps)
Figure 8. DL and UL tail throughput performance of HD TDD and SBFD
 in Dense Urban Macro layer (DL: 0.5MB, UL: 0.125MB)
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		DL packet latency (slot)

	　
	5%
	50%
	95%
	Mean
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(a) DL packet latency (slot)
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(b) DL packet latency (slot)
Figure 9. DL and UL latency performance of HD TDD and SBFD
 in Dense Urban Macro layer (DL: 0.5MB, UL: 0.125MB)

Summary
In this contribution, we discussed the deployment scenarios and evaluation methodology for NR duplex evolution. In addition, some initial evaluation results on subband non-overlapping full duplex were provided. From the discussion and evaluation, we obtained following proposals and observations.

Proposal 1: In case of UE clustering for UE distribution of Urban Macro and Dense Urban Macro layer, following indoor UE height is adopted;
3(nfl – 1) + 1.5; nfl ~ uniform(1, Nfl) where Nfl ~ uniform(4,8)
Proposal 2: Confirm the working assumptions on gNB-gNB/gNB-UE channel model and UE-UE channel model.
Proposal 3: SBFD antenna configuration option and detailed method applied for SBFD evaluation is up to company.

Observation 1: In the case of UL, despite the gNB to gNB CLI and SI effects, SBFD can provide throughput enhancement and latency reduction with smaller resource utilization compared to TDD for both packet sizes.
Observation 2: In the case of DL, because of DL resource reduction and UE to UE CLI impact, SBFD has throughput and latency loss but achieve smaller resource utilization compared to TDD for both packet sizes.
Observation 3: For the smaller the packet size, the higher the UL throughput performance gain and the smaller the DL throughput degradation is obtained for SBFD.

Reference
[1] CMCC, “New SI: Study on evolution of NR duplex operation,” RP-213591, e-Meeting, December 6th – 17th, 2021
[2] Chair’s note in RAN1#110 meeting
[3] Chair’s note in RAN1#109-e meeting

Annex 1.
Table 5. Evaluation assumption for SLS
	Parameters
	Evaluation assumption

	Carrier Frequency
	FR1: 4GHz (Macro layer)

	Layout
	Dense Urban (macro layer only) : 
Single layers:
- Macro layer: Hex. Grid, 7 BSs, 3 sectors per BS 
 
Min. distance btw macro-to-macro: 200m

	UE distribution
	210 UEs (10 UEs per BS in average)
UE clustering. 80% of indoor UEs, 20% of outdoor UEs

Indoor UEs: 3(nfl – 1) + 1.5; nfl ~ uniform(1, Nfl) where Nfl ~ uniform(4,8)

Min. distance btw macro-to-UE: 35m

	System bandwidth/
Subcarrier spacing
	4GHz: 50MHz / 15kHz (270RBs)


	Tx power
	Macro Tx power: 44dBm
UE max. Tx power: 23dBm


	BS antenna configuration
	FR1: (M, N, P, Mg, Ng) = (8, 8, 2, 1, 1), (dH, dV) = (0.5, 0.8)λ

	UE antenna configuration
	FR1: (M, N, P, Mg, Ng) = (1, 1, 2, 1, 1), dH = 0.5

	Large-scale channel parameters
	Below 6GHz:
- Macro-to-UE: UMa in TR 38.901
- Macro-to-Macro: UMa in TR 38.901 (hUE =25m)
- UE-to-UE: A.2.1.2 in TR36.843, penetration loss between UEs follows Table A.2.1-13 in TS38.802

	Traffic model
	FTP traffic model 3
 
Downlink: 4/500 KB/packet
Uplink: 1/125 KB/packet

	DL/UL resource pattern
	TDD: DDDSUDDDSU
SBFD: DXXXUDXXXU
 
UL/DL configuration in X slot
S=[12D:2G:0U]

DL and UL PRBs in X slot
- DL RB: 202 RBs
- UL RB: 54 RBs
- Guard RB: 14 RBs

	Resource pattern flexibility
	Static and common DL/UL resource pattern among cells

	ASIR for CLI
	SBFD: 
ASIR BS-BS: 43 dB
ASIR UE-UE: 28 dB

	Residual self-interference
	SBFD: 
Residual SI = Tx power - ASIR – SIC
- ASIR: 43 dB
- SIC: 80dB

	Packet dropping timer
	60 slots
(A packet is in outage if this packet failed to be successfully received by destination receiver beyond “Packet dropping timer)

	Output
	DL/UL packet delay (slot)
· Packet-Latency CDF: The CDF of the packet latencies of all the packets from all the UEs.
· Mean/5%/50%/95% Packet-Latency: The mean/5%/50%/95% value of Packet-Latency of all the packets from all the UEs.
· Packet delay: slot index of packet transmission completion – slot index of packet generation
· Minimum packet delay: 1 slot

UE average/tail/median DL/UL packet throughput (Mbps)
· UE average DL/UL throughput: Harmonic mean of packet size / packet delay
· UE tail DL/UL throughput: 5%ile of packet size / packet delay
· UE median DL/UL throughput: 50%ile of packet size / packet delay

· Mean/5%/50%/95% Average-UPT: The mean/5%/50%/95% value of Average-UPTs for all users.
· Mean/5%/50%/95% Tail-UPT: The mean/5%/50%/95% value of Tail-UPTs for all users.
· Mean/5%/50%/95% Median-UPT: The mean/5%/50%/95% value of Median-UPTs for all users.
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