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0 Introduction
In RAN 1 #109-e, some evaluation assumptions and KPIs for AI/ML for beam management (BM) were agreed for temporal beam prediction and spatial-domain beam prediction.  In this contribution, we will provide our view on the remaining aspects of evaluation on AI/ML for BM in general, and some further discussions on the assumptions, KPIs, and preliminary results for each sub-use cases.
1 General aspects of evaluation methodology 
1 
2 
3 
4 
5 
This section will provide some discussion on open issues for evaluation methodology for AI for BM for SLS and LLS respectively. 
1.1 System-level evaluation methodology for AI/ML-based beam management
1.1.1 General assumptions for SLS
There are some open issues in the agreements for EVM for SLS for BM in RAN 1 #109-e: 
[bookmark: _Ref115386049]Table 1 
	Parameters
	Values
	Discussion

	Traffic Model
	FFS:
· Option 1: Full buffer
· Option 2: FTP model
Other options are not precluded
	With one UE per sector/cell, option 1 full buffer is sufficient for beam management evaluation. 

	BS Antenna Configuration

	         [One panel: (M, N, P, Mg, Ng) = (4, 8, 2, 1, 1), (dV, dH) = (0.5, 0.5) λ as baseline]
         [Four panels: (M, N, P, Mg, Ng) = (4, 8, 2, 2, 2), (dV, dH) = (0.5, 0.5) λ. (dg,V, dg,H) = (2.0, 4.0) λ as optional]
         Other assumptions are not precluded.
 
Companies to explain TXRU weights mapping.
Companies to explain beam selection.
Companies to explain number of BS beams
	In order to reduce the simulation load, we think one panel is sufficient, to provide the evaluation result for beam management. 

	BS Tx Power
	[40 dBm]
	For L1-RSRP related KPIs, 40dBm can be used for BS Tx Power. 



In RAN #110 meeting, three alternatives were discussed for BS antenna configuration and BS Tx power. 
Alt 1:
· Antenna setup and port layouts at gNB: [4, 8, 2, 1, 1,1,1], (dV, dH) = (0.5, 0.5) λ as baseline with 40dBm Tx power
· Other assumptions are not precluded.
Alt 2:
· Antenna setup and port layouts at gNB: [4, 8, 2, 1, 1,1,1], (dV, dH) = (0.5, 0.5) λ with 28dBm Tx power
· Other assumptions are not precluded.
Alt 3:
· Antenna setup and port layouts at gNB: [4, 8, 2, 1, 1,1,1], (dV, dH) = (0.5, 0.5) λ with 34dBm Tx power
· Other assumptions are not precluded.

For Alt 2, the Tx power per element is too low, e.g., 7dBm per element. Although, for 40dBm Tx power with 32 elements, the Pout per element might be a little bit too high, it may not impact on the evaluation for beam selection accuracy. Moreover, we think Alt 3 can be a compromise with reasonable Pout per element. 

Based on the above discussion, we propose to adopt the following proposal:
[bookmark: _Ref111199100]Proposal # 1: Adopt the following parameter for BM SLS evaluation: 
· Traffic Model
· Option 1: Full buffer
· Other options are not precluded
· BS Antenna Configuration and BS Tx Power
· Antenna setup and port layouts at gNB: [4, 8, 2, 1, 1,1,1], (dV, dH) = (0.5, 0.5) λ as baseline with 40dBm Tx power
1.2 Link-level simulation methodology for AI/ML-based beam management 
For the evaluation of AI/ML-based beam management, link-level simulation is optionally considered. There are some open issues in the agreements for EVM for LLS for BM in RAN 1 #109-e as highlighted in Table 2.
[bookmark: _Ref111215619]Table 2: Agreed LLS assumptions for AI/ML beam management in RAN 1 # 109-e
	Parameter
	Value

	Frequency
	30GHz.

	Subcarrier spacing
	120kHz

	Data allocation
	[8 RBs] as baseline, companies can report larger number of RBs
First 2 OFDM symbols for PDCCH, and following 12 OFDM symbols for data channel

	PDCCH decoding
	Ideal or Non-ideal (Companies explain how is modeled)

	Channel model
	FFS:
LOS channel: CDL-D extension, DS = 100ns
NLOS channel: CDL-A/B/C extension, DS = 100ns
Companies explains details of extension methodology considering spatial consistency

Other channel models are not precluded.

	BS antenna configurations
	· One panel: (M, N, P, Mg, Ng) = (4, 8, 2, 1, 1), (dV, dH) = (0.5, 0.5) λ as baseline
· Other assumptions are not precluded. 
 
Companies to explain TXRU weights mapping.
Companies to explain beam selection.
Companies to explain number of BS beams

	BS antenna element radiation pattern
	Same as SLS

	BS antenna height and antenna array downtile angle
	25m, 110°

	UE antenna configurations
	Panel structure: (M, N, P) = (1, 4, 2), 
· 2 panels (left, right) with (Mg, Ng) = (1, 2) as baseline
· 1 panel as optional
· Other assumptions are not precluded
 
Companies to explain TXRU weights mapping.
Companies to explain beam and panel selection.
Companies to explain number of UE beams

	UE antenna element radiation pattern
	Same as SLS

	UE moving speed
	Same as SLS

	Raw data collection format
	Depends on sub-use case and companies’ choice. 



Regarding the data allocation, similar with the number of RBs tabulated in the Table A.1.6.4 (LLS) of TR 38.802, we can adopt 8 RBs as baseline. Regarding the channel model, all type of CDL models should be considered for the generalization to capture different multi-path properties (i.e., cluster delay, cluster power, cluster angles) into data collection. Based on the above discussion, we propose to adopt the following proposal:
[bookmark: _Ref111199103]Proposal # 2: Adopt the following parameter for BM LLS evaluation: 
· Data allocation:
· 8 RBs as baseline, companies can report larger number of RBs
· First 2 OFDM symbols for PDCCH, and following 12 OFDM symbols for data channel
· Channel model:
· LOS channel: CDL-D/E extension, 
· NLOS channel: CDL-A/B/C extension, 
· CDL-D extension, DS = 100ns as baseline.
· Companies explains details of extension methodology considering spatial consistency.
· Other channel models and DSs are not precluded.

1.3 Assumptions for Input/Output of AI models 
In RAN 1#110, the following three alternatives were agreed for the predicted beams:
Agreement 
For the sub use case BM-Case1 and BM-Case2, further study the following alternatives for the predicted beams:
· Alt.1: DL Tx beam prediction
· Alt.2: DL Rx beam prediction
· Alt.3: Beam pair prediction (a beam pair consists of a DL Tx beam and a corresponding DL Rx beam)
· Note1: DL Rx beam prediction may or may not have spec impact


Based on the agreement, the following proposals were discussed in RAN 1 #110 in evaluation agenda: 
· If L1-RSRP is selected as AI/ML input for both spatial and temporal prediction evaluation, at least the following cases can be considered for the study and potential down selection: 
· Option 1: For Tx-Rx beam pair prediction:
· L1-RSRP of Tx-Rx beam pairs in Set B 
· Option 2: For DL Tx beam prediction 
· Case A: L1-RSRP of Tx beams in Set B, measured by a “best” Rx beam
· FFS on how to obtain the “best” Rx beam
· Case B: L1-RSRP of Tx beams in Set B, measured by the same Rx beam
· FFS on how to select/configure the same Rx beam
· Option 3: For DL Rx beam prediction, 
· L1-RSRP of Rx beams in Set B (where Set B of beams is for Rx beam)
· Note: DL Rx beam prediction may or may not have spec impact  
· Note 1: Other assistance information is not precluded
· Note 2: The availability of above options as inputs to the AI/ML models may depend on whether the AI/ML model is UE-side or gNB side

First of all, L1-RSRP is widely assumed in the evaluation assumption. Especially, for the case that AI inference is at gNB side, L1-RSRP of certain beams can be obtained by gNB through UE reports. gNB cannot obtain the DL CIR. Therefore, L1-RSRP shall be the starting point of the study. 
For Alt 2DL Rx beam prediction, there is no need for the information of Tx beams. Therefore, the Set B can be consisted of a subset of Rx beams of a certain Tx beam. However, in the current design of NR system, which Rx beam to use for the measurement can be up to UE implementation. Therefore, pure Rx beam selection or prediction can also be UE implementation. This alternative can be deprioritized in this study. 
[bookmark: _Ref115445476]Proposal # 3: Deprioritize the study of Rx beam prediction in this study item for AI/ML in beam management. 
In the rest of this section, we will focus on DL Tx beam prediction and Tx-Rx beam pair prediction. 

1.3.1 Selection of set B of beams for DL Tx beam prediction
For DL Tx beam prediction, there is no need for the information of Rx beam. The two cases in the proposals are enough. There is no need to provide additional information of Rx beams. Moreover, the measurements can be based on the “best” Rx beam based on the on historical measurements. On the other hand, since the Rx beam can be up to UE implementation, we can investigate the performance with reasonable UE implementation assumption, for example, measured by random Rx beams or fixed Rx beams. 
Some evaluations results are shown with different assumption of the selection of Set B of beams for DL Tx beam prediction. In the simulation, 8 Tx beams in Set B of beams are used for AI inputs to predict the Top N Tx beam(s) of Set A consisted with 32 Tx beams. More assumptions can be found in Appendix and detailed beam setting can be found in Section 2.1. Five cases were tested:
· Case 1: The best L1-RSRPs of 8 Tx beams, where the best L1-RSRP of each Tx beam is obtained by exhaustive beam sweeping with 8 Rx beams.
· Case 2: L1-RSRPs of 8 Tx beams are measured by the fixed two Rx beams with index [0, 4]. 
· Case 3: L1-RSRPs of 8 Tx beams are measured by the fixed one Rx beams with index [2].
· Case 4: L1-RSRPs of 8 Tx beams are measured by the randomly selected two Rx beams. 
· Case 5: L1-RSRPs of 8 Tx beams are measured by the randomly selected one Rx beam.
· Non-AI baseline: Select based on the best L1-RSRP of 8Tx*8Rx beam.
For Case 1, the best L1-RSRPs associated with the chosen 8 Tx beams are used as AI inputs, where each of them is the best among all measurements by exhaustive beam sweeping with 8 Rx beams. In Case 2 and Case 4, double information (measurements from two Rx) is used as AI inputs comparing with other cases. In Case 3 and Case 5, L1-RSRPs of one fixed or one randomly selected Rx beam associated with the chosen 8 Tx beams are used as AI inputs. Moreover, the information of the chosen 8 Tx beams is also implicitly learned from the matrix of the AI inputs. However, there is no information of Rx beam. 
Table 3 and Table 4 summarize the evaluation results with L1-RSRP with different Rx beam assumptions for BM-Case 1 (spatial domain prediction only) with fixed or random Tx beams as Set B of beams respectively. From the results in Table 3, Table 4 and Figure 1, Figure 2, we can observe that, for both fixed and random Tx beams as Set B of beams, Case 1 with fixed Tx beams as Set B of beams provides the best performance. However, this requires more measurements at UE side (exhaustive beam sweeping is needed). With L1-RSRP measurements from two Rx beams of the same DL Tx beam has better than using one Rx beam (fixed or randomly selected) for both fixed and random Tx beams in Set B. However, with the L1-RSRP measurements from two fixed or randomly selected Rx beam cannot outperform than based on the L1-RSRP from the best Rx beam by exhaustive beam sweeping when Tx beams is fixed. L1-RSRP measurements from fixed Rx beams (Case 2 and Case 3) can provide better performance than using random Rx beam(s) (Case 4 and Case 5), where random Rx beam is selected in per UE manner in both training and inference. 
Moreover, Figure 3 compares the performance with fixed and random DL Tx beam as Set B of beams. For all cases with different Rx beam assumptions, the performance of beam prediction accuracy with L1-RSRPs of fixed DL Tx beams in Set B outperformed than with L1-RSRPs of random Tx beams as AI inputs. L1-RSRPs of fixed DL Tx beams in Set B as AI inputs can also provide better performance in terms of average RSRP difference except for Case 2, that has similar performance. With the L1-RSRPs of random Tx beams and Rx beams as AI inputs, the performance of Top-1/2 beam accuracy and average RSRP different is worse than non-AI scheme. This may be because the inputs is not enough for AI to learn for the prediction.  
[bookmark: _Ref115445355]Observation # 1: Using the L1-RSRP of the “best” Rx beam with exhaustive beam sweep as inputs can provide the best performance for the accuracy of Top-1/N beam prediction than fixed or randomly selected one or two Rx beams with fixed or random Tx beams for BM-Case 1. 
[bookmark: _Ref115445357]Observation # 2: With L1-RSRPs of fixed Rx beam(s) as AI inputs can provide better performance than L1-RSRP of random Rx beam(s) for DL Tx beam prediction for BM-Case 1.  
[bookmark: _Ref115445358]Observation # 3: With L1-RSRP of fixed Tx beams in Set B of beams as AI inputs can provide better performance than with random Tx beam in Set B of beams for DL Tx beam prediction for BM-Case 1.


[bookmark: _Ref115386104]Figure 1 Accuracy of Top-K beam prediction for BM-Case 1 with fixed Tx beams in Set B 

[bookmark: _Ref115386106]Figure 2 Accuracy of Top-K beam prediction for BM-Case 1 with random Tx beams in Set B
 
[bookmark: _Ref115386149]Figure 3 Average RSRP different and accuracy of Top-1 beam with Fixed and Random Tx beams BM-Case 1

[bookmark: _Ref115386052]Table 3 (BM-Case 2) DL Tx beam with L1-RSRP of fixed Tx beams and different Rx beams
	Config.

	Top1
	Top1~2
	Top1~3
	Top1~5
	In 1dB
	In 3dB
	Ave RSRP diff

	Case 1: One best L1-RSRP by exhaustive beam sweeping
	78.34%
	88.46%
	91.56%
	94.61%
	87.95%
	92.23%
	0.926 

	Case 2: Two fixed Rx beams [0,4]
	76.27%
	86.32%
	90.06%
	93.84%
	85.49%
	90.90%
	1.013 

	Case 3: One fixed Rx beam [2]
	74.38%
	85.52%
	89.64%
	93.62%
	84.47%
	90.52%
	1.064 

	Case 4: Random two Rx beams
	68.31%
	83.13%
	88.62%
	93.12%
	80.96%
	89.35%
	1.222 

	Case 5: Random one Rx beam
	60.48%
	75.91%
	83.50%
	89.67%
	72.89%
	83.45%
	1.819 

	Baseline (non-AI): 
Select the best beam with 8Tx (Fixed) 8Rx
	37.98%
	61.81%
	79.10%
	93.19%
	52.62%
	72.94%
	2.033 



[bookmark: _Ref115386053]Table 4 (BM-Case 2) DL Tx beam with L1-RSRP of random Tx beams and different Rx beams
	Config.
	Top1
	Top1~2
	Top1~3
	Top1~5
	In 1dB
	In 3dB
	Ave RSRP diff

	Case 1: One best L1-RSRP by exhaustive beam sweeping
	60.04%
	77.39%
	84.65%
	89.60%
	73.87%
	83.93%
	2.069 

	Case 2: Two fixed Rx beams [0,4]
	63.70%
	82.67%
	90.87%
	95.59%
	79.42%
	91.55%
	0.891 

	Case 3: One fixed Rx beam [2]
	55.11%
	72.09%
	79.77%
	85.99%
	68.12%
	78.78%
	2.732 

	Case 4: Random two Rx beams
	54.33%
	73.47%
	82.86%
	89.35%
	70.11%
	83.63%
	1.884 

	Case 5: Random one Rx beam
	48.56%
	65.51%
	74.48%
	81.95%
	61.23%
	73.01%
	3.564 

	Baseline (non-AI): 
Select the best beam with 8Tx (Random) 8Rx
	37.98%
	61.81%
	79.10%
	93.19%
	52.62%
	72.94%
	2.033 



1.3.2 Selection of set B of beam pairs for Tx-Rx beam pair prediction
Beam pair prediction requires the information of both Tx and Rx beam. Therefore, the input can be the L1-RSRP of Tx-Rx beam pairs in Set B, where, Set B can be consisted of Tx-Rx beam pairs and the implicit or explicit information of Tx beam ID and/or Rx beam ID. 
Some evaluation results are shown with different assumption of the selection of Set B of beams for Tx-Rx beam pair prediction. In the simulation, the AI inputs are the L1-RSRP measurements of 8 Tx beams measured by 1, 2 or 8 Rx beams as in Set B of beams. Set A consisted with the beam pair of 32 Tx beams * 8 Rx beams. Different from the Tx beam prediction only, implicit information of Rx beam ID is needed as AI inputs as well, in order to predict the best Tx-Rx beam pair. More assumptions can be found in Appendix and detailed beam setting can be found in Section 2.1. Similar as in Section 1.3.1, the following cases were tested:
· Case 1: The best L1-RSRPs of 8 Tx beams, where the best L1-RSRP of each Tx beam is obtained by exhaustive beam sweeping with 8 Rx beams.
· Case 1a: L1-RSRPs of 8 Tx beams are measured by all 8 Rx beams.
· Case 2: L1-RSRPs of 8 Tx beams are measured by the fixed two Rx beams with index [0, 4]. 
· Case 3: L1-RSRPs of 8 Tx beams are measured by the fixed one Rx beams with index [2].
· Case 4: L1-RSRPs of 8 Tx beams are measured by the randomly selected two Rx beams. 
· Case 5: L1-RSRPs of 8 Tx beams are measured by the randomly selected one Rx beam.
· Non-AI baseline: Select based on the best L1-RSRP of 8*8 beam pairs.
Similar as for DL Rx beam prediction, in both Case 1 and Case 1a, UE needs to do exhaustive beam sweeping to obtain the L1-RSRP of the best Rx beam or L1-RSRPs of all 8 Rx beams. For Case 1, if the “best” Rx beam can be obtained by historical beam sweeping, e.g., in P3, Case 1 does not require UE to measure with all 8 Rx beams for each measurement. How to determinate the best Rx beam can be left to UE implementation. However, Case 1a may require exhaustive beams sweeping to obtain all the measurements. 
Table 5 summarized some evaluation results of Tx-Rx beam pair prediction with fixed or random Tx beams with L1-RSRP with different Rx beam assumptions for BM-Case 1. Figure 4 shows the accuracy of Top-K beam pair prediction for BM-Case 1 with fixed Tx beams in Set B. Case 1 provides the best performance, even lightly better than with all L1-RSRP measurement of 8 Rx beams. Figure 5 shows the accuracy of Top-K beam pair prediction for BM-Case 1 with random Tx beams in Set B. If Tx beam is randomly selected, more measurements by fixed Rx beams (e.g., measurements of all 8 Rx beams or with fixed Rx beams) provide better performance. However, none of the case provides better performance than the baseline non-AI schemes by selecting the best beam pairs within 8*8 measured beam pairs. This may be because with random inputs, AI needs more training data to achieve a better performance. Figure 6 and Figure 7 compared the accuracy of Top-1 beam pair prediction and average RSRP different with Fixed and Random Tx beams BM-Case 1, if fixed Rx beam provides much better performance than with random Tx beams.
[bookmark: _Ref115445360]Observation # 4: Using the L1-RSRP of the “best” Rx beam with exhaustive beam sweep as inputs can provide the best performance for the accuracy of Top-1/N beam prediction than fixed one Rx beam or randomly selected one or two Rx beams with fixed or random Tx beams for DL Tx-Rx beam pair prediction for BM-Case 1. 
[bookmark: _Ref115445361]Observation # 5: With L1-RSRPs of fixed Rx beam(s) as AI inputs can provide better performance than L1-RSRP of random Rx beam(s) for DL Tx-Rx beam pair prediction for BM-Case 1.  
[bookmark: _Ref115445363]Observation # 6: For beam pair prediction for BM-Case 1, AI with inputs as L1-RSRPs of fixed Tx beams and implicit beam ID information can provide better performance than non-AI based approach. 


[bookmark: _Ref115440465]Figure 4 Accuracy of Top-K beam pair prediction for BM-Case 1 with fixed Tx beams in Set B 

[bookmark: _Ref115440471]Figure 5 Accuracy of Top-K beam pair prediction for BM-Case 1 with random Tx beams in Set B

[bookmark: _Ref115440933]Figure 6 Accuracy of Top-1 beam pair with Fixed and Random Tx beams BM-Case 1
[bookmark: _Ref115440934]Figure 7 Average RSRP different with Fixed and Random Tx beams BM-Case 1
[bookmark: _Ref115387216]Table 5 Spatial domain beam prediction of Tx-Rx beam pair with L1-RSRP by different Rx beams
	Config.
	Top1
	Top1~2
	Top1~3
	Top1~5
	In 1dB
	In 3dB
	Ave RSRP diff

	Case 1: One best L1-RSRP by exhaustive beam sweeping
	Fixed Tx beams
	50.94%
	70.85%
	82.79%
	90.92%
	71.87%
	89.62%
	1.012

	
	Random Tx beams
	11.50%
	16.92%
	22.40%
	30.45%
	17.42%
	26.17%
	11.961

	Case 1a: all 8 Rx beams
	Fixed Tx beams
	45.21%
	68.89%
	80.54%
	89.66%
	70.07%
	89.03%
	1.059

	
	Random Tx beams
	20.20%
	34.26%
	45.14%
	60.46%
	35.35%
	55.38%
	4.613

	Case 2: Two fixed Rx beams [0,4]
	Fixed Tx beams
	51.40%
	71.86%
	80.04%
	88.09%
	73.79%
	87.38%
	1.148

	
	Random Tx beams
	25.28%
	40.42%
	49.72%
	61.60%
	42.55%
	59.58%
	5.219

	Case 3: One fixed Rx beam [2]
	Fixed Tx beams
	44.80%
	65.67%
	74.11%
	82.52%
	67.26%
	81.59%
	2.222

	
	Random Tx beams
	19.08%
	31.84%
	40.03%
	51.50%
	33.82%
	49.89%
	8.266

	Case 4: Random two Rx beams
	Fixed Tx beams
	36.55%
	55.67%
	65.03%
	74.48%
	57.57%
	73.20%
	3.568 

	
	Random Tx beams
	6.14%
	9.67%
	12.32%
	16.74%
	10.36%
	15.80%
	18.453 

	Case 5: Random one Rx beam
	Fixed Tx beams
	28.83%
	45.13%
	53.13%
	61.75%
	46.93%
	60.69%
	6.855

	
	Random Tx beams
	5.53%
	8.91%
	11.38%
	15.64%
	9.63%
	14.85%
	19.870

	Baseline (non-AI): 
Select the best L1-RSRP of 8*8 beam pairs
	Fixed Tx beams
	34.19%
	49.01%
	64.15%
	79.71%
	48.36%
	68.64%
	2.262

	
	Random Tx beams
	25.03%
	38.56%
	52.21%
	67.41%
	37.13%
	58.95%
	3.750 



If AI inference is implemented at gNB side, the meaningful information for gNB is the best Tx beam for DL transmission. We also counted the performance with DL Tx beam (as well as implicit Tx beam ID) as inputs and outputs, and also the DL Tx beam prediction performance with Tx-Rx beam pair (as well as implicit Tx beam ID and Rx beam ID) as inputs and outputs. Table 6 summarized the performances of Top-1 DL beam prediction accuracy and average RSRP difference for different cases as above. With DL Tx beam (as well as implicit Tx beam ID) as inputs and outputs of AI, it can provide better performance for all cases, as shown in Figure 8 and Figure 9. For the DL Tx beam prediction accuracy with RSRP of beam pair and both implicit Tx beam ID and Rx beam ID, we calculate the % as long as Tx beam ID is correct, regardless Rx beam ID is correct or not. With same amount of training data and size of AI models, beam pair prediction requires to deal with more information and potential outputs. Therefore, the performance is not as good as focusing on the useful information.  
[bookmark: _Ref115445364]Observation # 7: For DL Tx beam prediction in BM-Case 1, L1-RSRPs with implicit Tx beam index as AI inputs and best Tx beam as AI outputs and can provide a better performance than with L1-RSRPs with implicit Tx beam index and Rx beam index as AI inputs and best Tx-Rx beam pair as AI outputs. 

[bookmark: _Ref115444385]Figure 8 Top-1 Tx beam prediction accuracy with fixed Tx beams in Set B

[bookmark: _Ref115444386]Figure 9 Average RSRP difference of Top-1 Rx beam prediction with fixed Rx beams in Set B

[bookmark: _Ref115444396][bookmark: _Ref115444393]Table 6 Performance of DL Tx beam prediction L1-RSRPs and implicit Tx beam index only or L1-RSRPs and implicit Tx beam index and Rx beam index
	Config.
	Top-1 Tx beam prediction accuracy
	Average RSRP difference

	
	L1-RSRPs and Tx and Rx beam index
	L1-RSRPs and Tx beam index only
	L1-RSRPs and Tx and Rx beam index
	L1-RSRPs and Tx beam index only

	Case 1: One best L1-RSRP by exhaustive beam sweeping
	Fixed Tx beams
	56.49%
	78.34%
	1.012
	0.926 

	
	Random Tx beams
	14.24%
	60.04%
	11.961
	2.069

	Case 2: Two fixed Rx beams [0,4]
	Fixed Tx beams
	75.72%
	76.27%
	1.148
	1.013

	
	Random Tx beams
	42.28%
	63.70%
	5.219
	0.891

	Case 3: One fixed Rx beam [2]
	Fixed Tx beams
	69.74%
	74.38%
	2.222
	1.064

	
	Random Tx beams
	37.39%
	55.11%
	8.266
	2.732

	Case 4: Random two Rx beams
	Fixed Tx beams
	60.33%
	68.31%
	3.568 
	1.222

	
	Random Tx beams
	11.00%
	54.33%
	18.453 
	1.884

	Case 5: Random one Rx beam
	Fixed Tx beams
	51.75%
	60.48%
	6.855
	1.819

	
	Random Tx beams
	10.49%
	48.56%
	19.870
	3.564


Based on the above discussions and observations, we propose the following proposals: 
[bookmark: _Ref115445637]Proposal # 4: At least for BM Case 1, the following options can be further studied and potential down selection as the inputs of AI model: 
· Option 1: For Tx-Rx beam pair prediction:
· L1-RSRP measurements of Tx-Rx beam pairs in Set B 
· FFS on the selection of Tx-Rx beam pairs in Set B
· Option 2: For DL Tx beam prediction 
· L1-RSRP measurements of Tx beams in Set B, measured by one or multiple Rx beam(s), FFS:
· The Rx beam is “best” Rx beam based on historical measurements
· The Rx beam(s) is by UE implementation FFS fixed Rx beam or different Rx beam for measuring different Tx beams in Set B
· FFS: The Rx beam(s) is fixed and configured by gNB or chosen by UE implementation
· FFS on the number of Rx beams
· FFS on other information as AI inputs

[bookmark: _Ref115445677]Proposal # 5: For AI inference at gNB side, DL Tx beam prediction is prioritized, and focus on the L1-RSRP measurements of Tx beams in Set B with explicit or implicit Tx beam ID as AI inputs.
1.4 Discussion on KPIs 
For performance related KPIs, the following were agreed in RAN 1#109e and RAN 1 #110:
	Agreement(RAN 1 #109e)
· To evaluate the performance of AI/ML in beam management, further study the following KPI options:
· Beam prediction accuracy related KPIs, may include the following options:
· …. … 
· System performance related KPIs, may include the following options:
· UE throughput: CDF of UE throughput, avg. and 5%ile UE throughput
· RS overhead reduction at least for spatial-domain beam prediction at least for top-1 beam:
· 1-N/M,
· where N is the number of beams (with reference signal (SSB and/or CSI-RS)) required for measurement
· where (FFS) M is the total number of beams
· Note: Non-AI/ML approach based on the measurement of these M beams may be used as a baseline
· FFS on whether to define a proper value for M for evaluation.
· Other System performance related KPIs are not precluded and can be reported by companies.
o   Other KPIs are not precluded and can be reported by companies, for example:
 Reporting overhead reduction: (FFS) The number of UCI report and UCI payload size, for temporal /spatial prediction
 Latency reduction:
 (FFS) (1 – [Total transmission time of N beams] / [Total transmission time of M beams])
       where N is the number of beams (with reference signal (SSB and/or CSI-RS)) in the input beam set required for measurement
       where M is the total number of beams
 Power consumption reduction: FFS on details
Agreement (RAN 1 #110)
· To evaluate the performance of AI/ML in beam management at least for NW side beam prediction, UCI report overhead can be further studied as one of KPI options. 
· FFS: number of UCI reports and UCI payload size




RS overhead
The following options had been discussed in RAN 1 #110. 
· Option 1: 
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement (in Set B)
· where M is the total number of beams (pairs) to be predicted (in Set A)

Option 1 is suitable for the baseline with the assumption to measure all RSs to obtain the measurement of Set A of beams. Therefore, we think Option 1 can be considered, at least for spatial domain prediction. 

· Option 2: 
· Where  is the number of beams (pair) (in Set B) required for measurement during time slot 
· where M is the total number of beams (pair) to be predicted (in Set A)

Option 2 is more suitable for temporal domain prediction where Set B is different from Set A. Moreover, the baseline for option 2 consider select the best beam among the measurements as baseline. Therefore, Option 2 can be considered at least for temporal prediction.   

· Option 3:  
· Option 4: 
· where N is the number of beam pairs (with reference signal (SSB and/or CSI-RS)) required for measurement in Set B
· Option 5: Companies report
· The RS overhead reduction compared to an exhaustive beam sweep over set A
· The RS overhead consisting of the beams being swept in Set B and the Top-K beams for P2 beam sweep after inference (if applicable)
Option 3 and Option 4 try to combine P2 beam sweep after inference, but some definitions are not very clear. First of all, whether this is Tx beam or beam pair needs to be clarified. It is unclear on how to determinate the number of Top K beam that not covered by Set B. In our understanding, the first sub-bullet of Option 5 refers to Option 1 or 2. While the second sub-bullet of Option 5 also try to combine P2 procedures. At this stage, we think Option 1 and option 2 are good enough to discuss the RS overhead including Top K beams for P2 beam sweep after inference.  
[bookmark: _Ref115445701]Proposal # 6: For RS overhead reduction, further study the following options:
· Option 1:  at least for BM-Case 1 
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement (in Set B and in Top-K beams (pairs) for P2 beam sweep after inference (if applicable))
· where M is the total number of beams (pairs) to be predicted (in Set A)
· Option 2:  at least for BM-Case 2
· Where  is the number of beams (pair) (in Set B and in Top-K beams (pairs) for P2 beam sweep after inference (if applicable)) required for measurement during time slot 
· where M is the total number of beams (pair) to be predicted (in Set A)
· FFS on other options
Throughput related KPIs
On the other hand, we also observed some practical difficulties for AI/ML-based algorithm evaluation: Usually, AI/ML training/inferring is likely to be conducted in the independent AI/ML platform (e.g., with Tensorflow) which is different from the system-level simulator (e.g., in C/C++ or Matlab). With two independent platforms, it can be easier by employing the “two-step” method: 
· Step-1: Run system level simulator to generate training/evaluation dataset; 
· Step-2: perform AI/ML training and evaluation based on the data generated in Step-1. 
Given this “two-step” method, the beam management accuracy KPIs can be evaluated, while UPT is hard to be provided, because the actual beam management decision given in Step-2 will have impact to obtain UPT in the system-level simulator, and additional step should be needed to feedback the beam management decision obtained in Step-2 into the SLS.
One alternative simplified model based on Shannon capacity usually used in academic paper, to avoid the above difficulty for SLS+AI/ML, and by considering the maximum rate achieved from a MCS table in the spec when we draw a CDF of UPT, we at least have the below three options: 
· Option 1: ,
· Option 2: (, ),
· Option 3.= , 
where  =  andcan be obtained from the minimum SNR to achieve maximum rate in a MCS table in the spec. 
· Note: Option 3 is a smooth version of Option 2. 
[bookmark: _Ref111199105]Proposal # 7: Shannon capacity-based simplified model for UPT can be further considered as additional system performance related KPI.  

1.5 Generalization 
The following agreements or conclusion were made for AI/ML. 
	Conclusion (RAN 1 #109e)
· Further study AI/ML model generalization in beam management evaluating the inference performance of beam prediction under multiple different scenarios/configurations.
· FFS on different scenarios/configurations
· Companies report the training approach, at least including the dataset assumption for training
Agreement (RAN 1 #110 for AI 9.2.2.1)
The following cases are considered for verifying the generalization performance of an AI/ML model over various scenarios/configurations as a starting point:
· Case 1: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a dataset from the same Scenario#A/Configuration#A
· Case 2: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model performs inference/test on a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B
· Case 3: The AI/ML model is trained based on training dataset constructed by mixing datasets from multiple scenarios/configurations including Scenario#A/Configuration#A and a different dataset than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B, and then the AI/ML model performs inference/test on a dataset from a single Scenario/Configuration from the multiple scenarios/configurations, e.g.,  Scenario#A/Configuration#A, Scenario#B/Configuration#B, Scenario#A/Configuration#B.
· Note: Companies to report the ratio for dataset mixing
· Note: number of the multiple scenarios/configurations can be larger than two
· FFS the detailed set of scenarios/configurations
· FFS other cases for generalization verification, e.g.,
· Case 2A: The AI/ML model is trained based on training dataset from one Scenario#A/Configuration#A, and then the AI/ML model is updated based on a fine-tuning dataset different than Scenario#A/Configuration#A, e.g., Scenario#B/Configuration#B, Scenario#A/Configuration#B. After that, the AI/ML model is tested on a different dataset than Scenario#A/Configuration#A, e.g., subject to Scenario#B/Configuration#B, Scenario#A/Configuration#B.



The above three cases for generalization performance verification for AI in CSI compression can be also considered for AI in beam management. At least, the training data set and testing data set shall be generated under different scenarios/configurations. More particularly, for beam management, we can investigate the generalization performance with different scenarios or level, depending on how general the AI/ML models are used:
· [bookmark: _Ref111199107]Scenario #1: the AI model is site specific: the model is training/designed for specific scenarios, i.e., certain cell., needs to consider: 
· Different UE parameters: e.g., UE trajectories, UE speed, number of Rx beam, other UE antenna config (when applicable)
· [UE distribution e.g., outdoor: in door]
In this scenario, AI model can be trained/updated/refined per gNB. Therefore, the gNB specific settings are fixed, as well as the scenarios. However, the UEs in the cell can have different trajectories, UE speeds, number of Rx beams at UE side, UE antenna configs. Etc. UE distribution can be further discussed, since the UE distribution of a certain scenario should be quite stable. 

· Scenario #2: the AI model is general and can be applied for different deployments, needs to consider:
· Different UE parameters: e.g., UE trajectories, UE speed, UE antenna config, number of Rx beam (when applicable), 
· Different gNB setting: [number of Tx beam], [Different beam widths], [Tx beam pattern], [number or pattern in Set B]
· FFS Scenario, like UMa, UMi including UE distribution e.g., outdoor: in door
In this scenario, AI model is deployed to be suitable for different gNB/scenarios. Other than different UE parameters. Different gNB setting can be also considered. However, whether one AI model shall be applicable when gNB setting is very different needs further discussion. In our understanding, this does not belong to generalization issue for AI model, but deployment choice. 

· Scenario #3: the AI model is UE side, but may roaming to different NW
· Different UE parameters: UE speed, UE trajectories
· Different gNB setting: number of Tx beam, Tx beam widths, Tx beam pattern, number or pattern in Set B, etc (when applicable),
· Different Scenario, like UMa, UMi including UE distribution 
In Scenario #3, AI model is deployed for UE side, therefore, the UE setting, e.g., UE antenna config can be considered as fixed. However, UE may have different speed or trajectories, which need to be considered. Moreover, because UE may move among different gNBs, this AI model shall be applicable for different setting of gNBs and different scenarios.

· Scenario #4: the AI model is either UE or gNB side mode, but strive to be common enough and be able to cover all cases
· Different UE parameters: UE speed, UE antenna config, UE trajectories, # of Rx beam, 
· Different gNB setting: number of Tx beam, Tx beam widths, Tx beam pattern, number or pattern in Set B, etc
· Different Scenario, like UMa, UMi including UE distribution

In Scenario #4, AI model is can be used by either UE or gNB. It is expected to be able to handle all different cases. However, we don’t think this belongs to the discussion on generalization. 

Based on the above discussion, we suggest to consider the location of the AI/ML model first, then decide the reasonable assumption for generalization.   

[bookmark: _Ref115445704]Proposal # 8: Generalization is defined for UE side AI/ML model and gNB side AI/ML model separately. 
[bookmark: _Ref115445705]Proposal # 9: For UE side AI/ML model, the following can be considered to verify the generalization performance. 
· Different UE parameters: UE speed, UE trajectories
· Different gNB setting: number of Tx beam, Tx beam widths, Tx beam pattern, number or pattern in Set B (when applicable),
· Different Scenario, like UMa, UMi including UE distribution 
[bookmark: _Ref115445706]Proposal # 10: For gNB side AI/ML model, the following can be considered as a starting point to verify the generalization performance. 
· Different UE parameters: e.g., UE trajectories, UE speed, UE antenna config, number of Rx beam (when applicable), 
· FFS Different gNB setting: number of Tx beam, different beam widths, Tx beam pattern, number or pattern in Set B(when applicable)
· FFS Scenario, like UMa, UMi including UE distribution e.g., outdoor: in door
2 Beam management for spatial-domain beam prediction 
2.1 Evaluation assumption
Assumption of beam management procedures
In the simulation, downlink L1/L2 beam management procedures P-3 is considered. Specifically, for SSB based RSRP measurement, RX beam sweeping is considered in our SLS simulation, i.e. UE can only use one RX beam to measure the RSRPs for one SSB burst, so UE needs multiple SSB bursts to sweep its multiple RX beams. 
In our simulation, UE has total 8 RX beams (4 RX beams per panel), and the periodicity of the SSB burst is 20ms, so UE needs 20*8 = 160ms to finish one round of RX beam sweeping. Therefore, for each TX beam, there are 8 RSRP values corresponding to 8 RX beams measured in 160ms. UE will choose the highest one out of these 8 RSRP values as the reporting RSRP for this TX beam. For two different Set B cases, detailed assumptions will be described later. 
Description of AI/ML models 
The AI/ML model for our beam prediction is shown in below Figure 1. The AI/ML model consists of 3 layers of bi-directional LSTM with 256 cells per layer, and 2 layers of full connection (FC) with 512 and 32 cells per layer.  Moreover, there is an additional batch normalization (BN) layer before each FC layer.


Figure 10 AI/ML model

Complexity of AI/ML models
The complexity of AI/ML models can be described as its number of parameters (Params) and number of FLOPs. The formulas of Params and FLOPs estimation can be described in Table 7. When calculating FLOPs, we usually count addition, subtraction, multiplication, division, exponentiation, square root, etc. as a single FLOP.
[bookmark: _Ref111197916]Table 7 FLOPs estimation
	Models
	Params
	FLOPs

	LSTM
	[(E+H)*H+H]*4
	(E+H)*H*8

	Bi-LSTM
	[(E+H)*H+H]*4 * 2
	(E+H)*H*8 * 2

	FC
	(I+1)*J
	(2*I-1)*J

	BN
	C * 4
	C * 5



Where E is the input size of LSTM/Bi-LSTM, H is the output size of LSTM/Bi-LSTM, I is the input size of FC, J is the output size of FC, and C is the input size of BN. For each layer in our simulation, the Params and FLOPs can be further calculated in Table 8.
[bookmark: _Ref111197927]Table 8 Summary of Params and FLOPs
	Layer Index
	Model Type
	Params
	FLOPs

	1
	Bi-LSTM
	[(36+256)*256+256]*4*2=600064
	(36+256)*256*8*2=1196032

	2
	Bi-LSTM
	[(512+256)*256+256]*4*2=1574912
	(512+256)*256*8*2=3145728

	3
	Bi-LSTM
	[(512+256)*256+256]*4*2=1574912
	(512+256)*256*8*2=3145728

	4
	BN
	512*4=2048
	512*5=2560

	5
	FC
	(512+1)*512=262656
	(2*512-1)*512=523776

	6
	BN
	512*4=2048
	512*5=2560

	7
	FC
	(512+1)*32=16416
	(2*512-1)*32=32736

	Total
	N/A
	4
	8



[bookmark: _Ref111198808][bookmark: _Ref115445365]Observation # 8: The Params of the AI/ML model used in the simulation are about Params whose memory occupation is about 15MB. 
[bookmark: _Ref111198809]Observation # 9: FLOPs of the AI/ML model is about . 

2.2 Best narrow beam prediction with Set B is subset of Set A
Beam related assumptions
In this sub-use case, there are total 32 beams at BS side as the Set A, with 4 x 8 antenna configuration. The beam pattern is shown in Figure 2, and the beam direction is also illustrated in Figure 3. There are 4 beams in the vertical direction with 6-degree step, and 8 beams in the horizontal direction within [-60°, +60°] range.
Fixed 8 beams or 4 beams out of the total 32 beams are chosen as the Set B. The detailed beam direction of these 8 beams or 4 beams for measurement are marked with red cycles as in Figure 3. 
In this scenario, narrow beams are SSB based, and UE will do RX beam sweeping on these 4 or 8 TX beams in Set B with 8 times, i.e., 20*8=160ms, to obtain the one RSRP report of the beams in Set B. 8 reports are used as the inputs of AI model. It can be seen in Figure 13 for reference.

[image: ]
[bookmark: _Ref110630027]Figure 11 BS beam pattern for narrow beams
[image: ]
[bookmark: _Ref110631908]Figure 12 Setting of Set A and Set B



[bookmark: _Ref111222483]Figure 13 AI/ML input data format and time window T1/T2 for spatial domain beam prediction with Set B is subset of Set A

KPI:
The following KPIs are used:
· Top1~K: (Option 1) The beam prediction accuracy (%) is the percentage of “the Top-1 predicted beam is one of the Top-K genie-aided beams”
· In 1/3/6 dB: Beam prediction accuracy (%) with 1/3/6 dB margin for Top-1 beam
· Ave RSRP diff: Average L1-RSRP difference of Top-1 predicted beam

Baseline scheme (Non-AI):
In this scenario, we select the best beam in Set B of beam as the predicted Top 1 beam as baseline performance, by assuming the same measurement/resource are used by UE. Therefore, the baseline performance depends on whether the best beams fall into the pre-defined beams in Set B. 
AI inputs/outputs
The recent 8 RSRP reports of the 8 beams or 4 beams in Set B is used as AI inputs. AI output is the best beam in Set A at current time, i.e., the latest time.
The evaluation results are summarized in Table 9 and Table 10. Other assumptions can be found in Table 20 in Appendix. For spatial domain prediction, since we emulate the beam sweeping as in practical as explained earlier, both spatial consistency procedure (procedure A) and UE trajectory (Option 2) are modeled. This setting is very closed to the practical setting, without retuning the best RX beam at UE sides.  
From the results, we can see that, for both 3km/h and 30km/h, AI schemes can achieve better performances than non-AI scheme assuming the same measurements/RS overhead. 
[bookmark: _Ref111198811]Observation # 10: For spatial domain prediction, AI can provide better performance in terms of beam prediction accuracy than non-AI based scheme with the measurements of a given subset of beams to select a best beam among a full set of beams.
In another word, with the help of AI, SSB/RS overhead can be largely reduced with acceptable performance. With the increasing of the number of beams in Set B, the performance can be improved. With this, gNB can configure Set B with a proper number of beams for UE to measure, and based on the measurement reports, the target beam prediction accuracy can be achieved. 
[bookmark: _Ref111198816]Observation # 11: With the help of AI, SSB/RS overhead for measurements, UE measurement efforts, reporting overheads can be reduced to achieve a target performance for beam selection. 
[bookmark: _Ref110627983]Table 9 L1-RSRP performance with 3km/h with 8 or 4 beams in Set B
	Set B
	Scheme
	Top1
	Top1~2
	Top1~3
	Top1~4
	Top1~5
	In 1dB
	In 3dB
	In 6dB
	Ave RSRP diff

	8 beams
	Non-AI

	37.44%
	62.73%
	80.47%
	87.86%
	94.38%
	52.78%
	74.64%
	90.76%
	1.953 dB

	
	AI
	73.03%
	86.55%
	90.98%
	92.92%
	94.51%
	85.34%
	91.67%
	94.78%
	0.989 dB

	4 beams
	Non-AI
	23.96%
	41.15%
	62.99%
	72.62%
	82.30%
	35.36%
	57.54%
	78.44%
	3.506 dB

	
	AI
	61.18%
	79.04%
	87.27%
	90.30%
	92.09%
	75.96%
	87.20%
	92.93%
	1.458 dB



[bookmark: _Ref115388519][bookmark: _Ref110627990]Table 10 L1-RSRP performance with 30km/h with 8 or 4 beams in Set B
	Set B
	Scheme
	Top1
	Top1~2
	Top1~3
	Top1~4
	Top1~5
	In 1dB
	In 3dB
	In 6dB
	Ave RSRP diff

	8 beams
	Non-AI

	33.47%
	60.08%
	78.38%
	86.64%
	93.52%
	47.35%
	72.17%
	90.06%
	2.126 dB

	
	AI
	69.68%
	83.97%
	89.41%
	91.78%
	93.46%
	81.49%
	89.72%
	93.83%
	1.174 dB

	4 beams
	Non-AI
	19.44%
	35.99%
	57.76%
	67.73%
	78.08%
	29.18%
	52.12%
	74.35%
	3.961 dB

	
	AI
	59.81%
	75.83%
	84.60%
	87.95%
	90.16%
	72.51%
	84.27%
	91.31%
	1.657 dB



2.2.1 Generalization for Best beam pair prediction for various UE speed
In this section the generalization performance of AI/ML model is provided for beam-pair prediction and DL TX beam prediction.
Assumption of beam management procedures
In the evaluation, a total 32 beams at BS side are considered for the Set A, with 4 x 8 antenna configuration. The beam direction is illustrated in Figure 5. There are 4 beams in the vertical direction with 22.5-degree step, and 8 beams in the horizontal direction within [-60°, +60°] range.
Fixed 8 beams out of the total 32 beams are chosen as the Set B. The detailed beam direction of these 8 beams for measurement are highlighted with blue color as in Figure 5. In this scenario, narrow beams are SSB based, and UE will do RX beam sweeping on these 8 TX beams in Set B with 8 times, i.e., 20*8=160ms, to obtain the one RSRP report of the beams in Set B. Here, we assume that UE is aware of the beam mapping and indexing of Set-A and Set-B. The detailed beam directions of these 8 beams for measurement are shown in Figure 5. As there are a total 8 beams at the UE side, the resulting number of beam pairs is 256. 


Figure 14 Beam direction and configuration for BS beams-Set A and Set B (Highlighted beams are of Set-B)
Description of AI/ML models 
The AI/ML model for our beam prediction is shown below in Figure 6. The AI/ML model consists of a single LSTM layer and a single fully connected (FC) layer with each layer having 256 cells. Input to the AI model is RSRP of set-B beams corresponding to the 8 UE beams, i.e., 8 x 8 beams, and output is the RSRP of set-A beams corresponding to the 8 UE beams., i.e., 32 x 8 beams,
The data corresponding to the 160ms cycle is considered as one timestep for the ML model. In the ML model, we feed data of 6 such timesteps to the LSTM network and predict the RSRP of all the beam pairs. For ML model training, we have excluded those UEs whose RSRP does not exceed -90dB even for one beam pair during the entire measurement cycle.


Figure 15 AI model for BM for UE speed Generalisation 
Results
Table 11 summarized some evaluation results with different UE speed assumptions of TX-RX beam pair prediction and Table 11 summarized results on DL TX beam prediction with accuracy of Top-1 predicted beam to be in the set of Top-K actual beams in terms of L1-RSRP. We also draw the results for the Top-1 predicted beam within 1dB RSRP difference of the actual best beam for the beam pair prediction. Note that the total number of beam pairs are 256 and the total number of BS beams are 32. We draw the results for different UE speed such as 30,40 50 and 60 kmph. Mixed data have the equal number of samples of all the dataset with UE speed varying from 30 to 60 kmph.
[bookmark: _Ref115388614]Table 11 Generalization performance for beam pair prediction with respect to various UE speeds.
	Testing dataset
	Training dataset
	Mixed data 
	UE Speed 30kmph
	UE Speed 40kmph
	UE  Speed: 50kmph
	UE Speed: 60kmph
	Legacy scheme (Non-AI)

	30kmph
	Top 1
	38.77
	41.14
	33.81
	31.48
	28.76
	41.85

	
	Top 1/2
	75.85
	83.58
	73.04
	63.45
	59.89
	82.4

	
	Top 1/3
	83.15
	88.77
	81.2
	71.78
	68.49
	86.11

	
	Top 1/4
	90.99
	94.27
	87.44
	80.34
	77.02
	90.07

	
	Top 1/5
	94.06
	96.18
	90.28
	84.2
	80.75
	91.89

	
	Top-1 (in 1dB)
	88.24
	93
	87.76
	73.29
	69.64
	88.02

	40kmph
	Top 1
	38.5
	37.08
	35.86
	31.24
	30.28
	40.78

	
	Top 1/2
	78.48
	70.12
	80.16
	68.57
	66.2
	80.41

	
	Top 1/3
	85.12
	77.07
	87.44
	75.85
	74.83
	85.89

	
	Top 1/4
	91.56
	83.71
	93.67
	84.26
	82.33
	90.92

	
	Top 1/5
	93.98
	86.97
	95.67
	87.94
	86.27
	92.9

	
	Top-1 (in 1dB)
	87.76
	79.51
	91.24
	79.69
	76.77
	88.4

	50kmph
	Top 1
	35.98
	30.42
	31.42
	35.35
	30.51
	42.87

	
	Top 1/2
	75.94
	60.77
	68.48
	76.88
	69.42
	78.43

	
	Top 1/3
	84.51
	69.33
	76.27
	84.3
	78.25
	84.46

	
	Top 1/4
	91
	77.23
	84.11
	91.84
	86.57
	89.8

	
	Top 1/5
	93.41
	81.09
	87.22
	93.82
	89.63
	92.04

	
	Top-1 (in 1dB)
	86.48
	70.6
	78.84
	87.65
	81.51
	86.59

	60kmph
	Top 1
	35.33
	26.25
	28.01
	29.92
	34.23
	42.57

	
	Top 1/2
	70.35
	51.46
	58.71
	64.8
	78.45
	78.45

	
	Top 1/3
	79.7
	59.13
	68.38
	74.01
	86.47
	83.75

	
	Top 1/4
	89.07
	67.5
	76.92
	82.41
	93.65
	88.84

	
	Top 1/5
	91.88
	73.25
	80.97
	86.33
	95.31
	91.71

	
	Top-1 (in 1dB)
	83.03
	60.25
	69.71
	75.79
	89.38
	87.21



From Table 11, we can see that, when the training is done using a specific UE speed dataset and testing is done on a dataset with the same UE speed, it outperforms every other training scenario and sometime even the Non-AI legacy method with 256 beam pair measurements. In high mobility scenario, the index of the best beam changes during the 256 beam pairs measurement. In other words, the first measurements become stale by the time the measurement for the 256 beam pairs is completed; making beam sweeping sub-optimal. For example, in Table 11, testing dataset with UE speed 30kmph results in better accuracy than any other scenario when the training is done using the dataset with UE speed of 30kmph. On the other hand, when the testing is done on a dataset with 40kmph, it results in poorer performance with the training dataset 30kmph UE speed. In this case, a model with the training done on the mixed dataset (with various UE speeds ranging from 30 to 60 kmph) performs better. 
[bookmark: _Ref115388672]Table 12 Generalization performance for DL TX beam prediction with respect to various UE speeds. 
	Testing dataset
	Training dataset
	Mixed data 
	UE Speed 30kmph
	UE Speed 40kmph
	UE Speed: 50kmph
	UE Speed: 60kmph
	Legacy scheme (Non-AI) 

	30kmph
	Top 1
	83.36
	88.55
	80.29
	71.03
	68.3
	87.94

	
	Top 1/ 2
	96.61
	97.77
	93.67
	88.22
	86
	96.01

	
	Top 1/3
	98.83
	99.47
	97.23
	93.92
	93.12
	98.42

	
	Top 1/4
	99.47
	99.78
	98.72
	96.01
	95.4
	99.04

	
	Top 1/5
	99.57
	99.9
	99.15
	96.99
	96.18
	99.55

	40kmph
	Top 1
	88.55
	76.95
	86.49
	76.39
	74.13
	87.35

	
	Top 1/2
	96.62
	90.85
	97.47
	91.65
	90.19
	96.25

	
	Top 1/3
	98.62
	95.33
	99.36
	96.54
	95.35
	98.43

	
	Top 1/4
	99.47
	97.19
	99.68
	97.82
	97.17
	99.07

	
	Top 1/5
	99.68
	98.26
	99.89
	98.2
	97.76
	99.36

	50kmph
	Top 1
	83.89
	68.21
	75.78
	83.68
	78.28
	85.22

	
	Top 1/2
	95.5
	85.06
	90.93
	97.17
	94.1
	95.64

	
	Top 1/3
	98.43
	91.96
	94.99
	98.74
	97.62
	97.94

	
	Top 1/4
	99.26
	95.06
	97.2
	99.58
	98.97
	98.91

	
	Top 1/5
	99.47
	96.56
	98.1
	99.89
	99.3
	99.2

	60kmph
	Top 1
	80.43
	59.84
	67.48
	73.69
	87.2
	85.03

	
	Top 1/2
	95.3
	78.55
	84.71
	89.38
	97.29
	94.87

	
	Top 1/3
	98.33
	86.56
	91.39
	95.2
	99.27
	97.83

	
	Top 1/4
	99.37
	90.73
	93.66
	96.9
	99.68
	98.62

	
	Top 1/5
	99.51
	92.86
	95.54
	98.22
	99.89
	99



We can see from the Table 12, BS beam prediction results also suggest the similar observation as below:

[bookmark: _Ref115445421]Observation # 12: For DL TX beam prediction and beam pair prediction, AI/ML model performs the best when the training and testing dataset are drawn from the same UE speed. However, performance degradation is observed when the training dataset and testing datasets are drawn from different UE speed. 

 
[bookmark: _Ref115445371]Observation # 13: For DL TX beam prediction and beam pair prediction, training a model with a mixture of dataset drawn from a range of UE speeds allows the model to perform well over a range of UE speeds.  

Complexity of the ML model:
Table 13 shows the number of parameters and FLOPs for the AI model. The formulae of the Table-3 for counting the number of FLOPs and parameters is used here. 
[bookmark: _Ref115388760]Table 13 : Params and FLOPs for the ML model
	Layer Index
	Model Type
	Params
	FLOPs

	1
	LSTM
	[(64+256)*256+256]*4=328704
	(64+256)*256*6=491520

	2
	FC
	(256+1)*256=65792
	(2*256-1)*256=130816

	Total
	N/A
	4
	6



2.3 Best narrow beam prediction with Set B is wide beam and Set B is narrow beam
Beam related assumptions:
For the case that Set A consists of narrow beams and Set B consists of wide beams. 4 SSB based wide beams with 2 x 4 antenna configuration is used, with the beam pattern shown in Figure 16. 32 CSI-RS based narrow beams with 4 x 8 antenna configuration, shown as Figure 11, the beam direction is illustrated in Figure 17 with green cycle marked.
Regarding to the RSRP measurement and report, firstly, UE measures the SS-RSRP based on 4 SSB resources corresponding to the 4 wide beams, with RX beam sweeping. Then, after the best wide beam is determined, UE will further measure CSI-RSRP based on a set of narrow beams associated with the best wide beam with the same RX beam for measuring the best SS-RSRP wide beam.
To obtain one RSRP report containing the measurements of wide beams and associated narrow beams, 20*8=160ms is needed for UE RX beam sweeping. 8 reports are used for AI training as the inputs, as in Figure 18. In the simulation, UE trajectory is modeled, therefore, the best wide beam might not be the same among 8 RSRP reports.  
[image: ]
[bookmark: _Ref110630042]Figure 16 BS beam pattern for wide beams
[image: ]
[bookmark: _Ref110630113]Figure 17 Setting of Set A and Set B



[bookmark: _Ref111222604]Figure 18 AI/ML input data format and time window T1/T2 for spatial domain beam prediction with Set B is wide beam and Set B is narrow beam

KPI: 
The following KPIs are used:
· Top1~K: (Option 1) The beam prediction accuracy (%) is the percentage of “the Top-1 predicted beam is one of the Top-K genie-aided beams”
· In 1/3/6 dB: Beam prediction accuracy (%) with 1/3/6 dB margin for Top-1 beam
· Ave RSRP diff: Average L1-RSRP difference of Top-1 predicted beam
Baseline scheme (Non-AI):
· Non-AI 4WB+4/8NB: Firstly, select the best wide beam, and then select the best narrow beam out of 4/8 narrow beams (fixed) associated with best wide beam as the predicted best beam.
· Non-AI 4WB+1NB: Use the recent 8 reports of the 4 wide beams and 1 associated narrow beams of the best wide beam, then select the best narrow beam out of the 8 Tx beams from 8 reports (i.e., among RSRP values of 8 narrow beams) as the predicted best beam. The one narrow beam is round-robin selected from the 8 narrow beams (the index of narrow beam changes in each report by following a pre-defined rule). If the best wide beam changes among multiple measurement sets, the fixed index of narrow beam is used corresponding to the associated wide beams and the Top-K beams are selected among on the measurements of narrow beams. 
· Non-AI 4WB only: Select the best wide beam as the predicted best beam.
AI input/output:
· AI 4WB+4NB: Use the recent 8 RSRP reports of the 4 wide beams and 4 fixed associated narrow beams of the best wide beam, to predict the best narrow beam in Set A.
· AI 4WB+1NB: Use the recent 8 RSRP report of the 4 wide beams and 1 associated narrow beams of the best wide beam, to predict the best narrow beam in Set A. The 1 narrow beam is round-robin selected from the 8 narrow beams of the best wide beam.
· AI 4WB only: Use the recent 8 RSRP report of the 4 wide beams only, to predict the best narrow beam in Set A. 
The evaluation results are summarized in Table 14 and Table 15. Other assumptions can be found in Table 20  in Appendix same as for section 2.2. 
From the results, we can see that, similar as when Set B is a subset of Set A, AI schemes can achieve better performance than non-AI scheme assuming the same measurements/RS overhead. By measuring the wide beam only, with the help of AI, gNB can predict the best narrow beam with good performance. 
[bookmark: _Ref111198817]Observation # 14: For spatial domain prediction, AI can provide better performance in terms of beam prediction accuracy than non-AI based scheme with the measurements of a set of wide beams and a subset of narrow beams to select a best beam among a full set of narrow beams.
[bookmark: _Ref111198819]Observation # 15: For spatial domain prediction, AI can predict the best narrow beam based on the measurements of wide beams only with decent performance. 
[bookmark: _Ref110632396][bookmark: _Ref115464075]Table 14 L1-RSRP performance with 3km/h
	Scheme
	Config.
	Top1
	Top1~2
	Top1~3
	Top1~4
	Top1~5
	In 1dB
	In 3dB
	In 6dB
	Ave RSRP diff

	Non-AI
	4WB+8NB
	93.44%
	97.96%
	98.89%
	99.37%
	99.66%
	97.33%
	99.03%
	99.72%
	0.097 dB

	
	4WB+4NB
	60.50%
	91.90%
	97.71%
	98.86%
	99.30%
	78.03%
	93.51%
	99.14%
	0.656 dB

	
	4WB+1NB
	59.60%
	78.48%
	87.42%
	91.55%
	93.93%
	75.52%
	88.96%
	95.47%
	1.063 dB

	
	4WB Only
	NA
	NA
	NA
	NA
	NA
	1.02%
	2.26%
	6.61%
	11.497 dB

	AI
	4WB+4NB
	83.27%
	95.71%
	98.21%
	98.97%
	99.37%
	94.98%
	98.65%
	99.62%
	0.178 dB

	
	4WB+1NB
	70.63%
	87.45%
	93.99%
	96.04%
	97.20%
	85.89%
	94.82%
	98.21%
	0.533 dB

	
	4WB Only
	54.96%
	77.74%
	89.88%
	94.10%
	95.84%
	72.32%
	88.66%
	96.37%
	1.049 dB




[bookmark: _Ref110632398]Table 15 L1-RSRP performance with 30km/h
	Scheme
	Config.
	Top1
	Top1~2
	Top1~3
	Top1~4
	Top1~5
	In 1dB
	In 3dB
	In 6dB
	Ave RSRP diff

	Non-AI
	4WB+8NB
	92.04%
	96.89%
	98.20%
	98.92%
	99.41%
	95.92%
	98.31%
	99.49%
	0.151 dB

	
	4WB+4NB
	58.24%
	89.78%
	95.89%
	97.56%
	98.43%
	73.24%
	92.05%
	98.15%
	0.819 dB

	
	4WB+1NB
	47.63%
	68.85%
	80.82%
	86.79%
	90.12%
	62.39%
	81.63%
	91.58%
	1.786 dB

	
	4WB Only
	NA
	NA
	NA
	NA
	NA
	0.69%
	1.65%
	5.13%
	11.710 dB

	AI
	4WB+4NB
	81.06%
	93.39%
	96.63%
	97.89%
	98.60%
	91.79%
	97.07%
	99.04%
	0.303 dB

	
	4WB+1NB
	66.72%
	83.57%
	90.64%
	93.43%
	95.15%
	80.65%
	91.40%
	96.42%
	0.821 dB

	
	4WB Only
	54.37%
	74.27%
	85.37%
	89.43%
	91.87%
	68.70%
	84.51%
	92.75%
	1.469 dB



2.4 Best narrow beam set prediction with Set B is wide beam 
For this case, we use AI to predict a narrow beam set from Set A based on the measurement of wide beam as Set B. This can be used for gNB to configure a narrow beam set for UE to measure. In conventional schemes, a pre-defined beam set of narrow beams is used. For example, if wide beam #1 is the best beam, a set of narrow beams under the coverage of wide beam #1 will be configured to UE, which is used as baseline scheme. 
In the simulation, same beam related assumptions are used as in 2.3. 
In this case, the beam prediction accuracy (%) for Top-K beam option 2 is used, to check whether the genie-aided best beam is in the predicted beam set of not.   
KPI
· Beam prediction accuracy related KPIs, may include the following options:
· Beam prediction accuracy (%) for Top-1 and/or Top-K beams, FFS the definition:
· Option 2: The beam prediction accuracy (%) is the percentage of “the Top-1 genie-aided beam is one of the Top-K predicted beams”
[image: ]
Figure 19 Setting of Set A and Set B
Baseline scheme:
In order to compare the performance with different size of predict narrow beam (NB) set size K, we use two different non-AI as baseline: 
· Non-AI #1: random select from fixed 8 narrow beams associated with the best measured wide beam.
· Non-AI #2: random select from fixed 4 narrow beams associated with the best measured wide beam first (i.e., K<=4) and then random select from the rest 4 narrow beams as NB set size increases (i.e., K>4). 

The evaluation results are summarized in Table 16. Other assumptions can be found in Table 20 in Appendix same as for section 2.3. 
From the results, we can see that, with the help of AI, gNB can configure a narrow beam set for UE, that contains the best narrow beam for UE to measure. This will help to reduce the RS overhead and measurement overhead. 
[bookmark: _Ref111198821]Observation # 16: For spatial domain prediction, AI can help gNB to predict the best narrow beam set that including the best narrow beam for UE to measure with high probability. 
[bookmark: _Ref110632422][bookmark: _Ref110632366]Table 16 Narrow beam set prediction accuracy
	Conf.
	NB set size (K)

	
	1
	2
	3
	4
	5
	6
	7
	8

	AI-3km/h
	46.26%
	70.66%
	83.21%
	90.20%
	92.73%
	94.98%
	96.41%
	97.14%

	non-AI #1
	12.16%
	24.03%
	35.86%
	47.41%
	59.21%
	70.71%
	82.36%
	93.90%

	non-AI #2
	16.11%
	32.62%
	48.68%
	65.08%
	72.07%
	79.40%
	86.61%
	93.90%

	AI-30km/h
	52.88%
	74.19%
	83.51%
	88.63%
	91.24%
	93.00%
	94.14%
	95.27%

	non-AI #1
	11.44%
	22.63%
	34.16%
	46.08%
	57.73%
	69.42%
	80.68%
	92.26%

	non-AI #2
	15.19%
	30.25%
	45.48%
	60.00%
	68.13%
	75.99%
	84.19%
	92.26%



3 Beam management for temporal beam prediction 
In this section, we will evaluate the performance of the combined time domain and spatial domain beam prediction. 
In observation window T1, the recent 8 times of RSRP measurements are used with a periodicity of 160ms. That is, the measurement time T1 is 1440ms. The target predict time is 160ms and 1440ms, as in Figure 20. 


[bookmark: _Ref111222699]Figure 20 AI/ML input data format and time window T1/T2 for temporal beam prediction

For baseline scheme, we use the latest RSRP measurement to select the best beam. That is, the observation window T1 is the most recent 160ms.
Evaluation results are summarized in Table 17/Table 18/Table 19 for 3km/h, 30km/h and 60km/h respectively. The evaluation assumptions are the same as in section 2. Total 32 narrow beams are used for Set A and pre-defined 8 narrow beams are used for Set B.
[bookmark: _Ref111198822]Observation # 17: For time and spatial domain prediction, AI can provide better performance in terms of beam prediction accuracy than non-AI based scheme with the measurements of a subset of narrow beams to select a best beam among a full set of narrow beams.
[bookmark: _Ref110632891]Table 17 L1-RSRP performance with 3km/h with 8 beams in Set B
	Predict Time
	Config.
	Top1
	Top1~2
	Top1~3
	Top1~4
	Top1~5
	In 1dB
	In 3dB
	In 6dB
	Ave RSRP diff

	160 ms
	Non-AI
	33.46%
	56.78%
	76.04%
	83.89%
	90.83%
	48.65%
	71.16%
	88.76%
	2.235 dB

	
	AI
	68.67%
	82.95%
	88.57%
	91.11%
	93.19%
	81.30%
	89.36%
	93.89%
	1.164 dB

	1440 ms
	Non-AI
	33.37%
	56.43%
	75.96%
	83.80%
	90.69%
	48.56%
	71.07%
	88.68%
	2.253 dB

	
	AI
	67.26%
	82.50%
	88.53%
	91.16%
	93.23%
	80.82%
	89.32%
	93.93%
	1.175 dB



[bookmark: _Ref110632892]Table 18 L1-RSRP performance with 30km/h with 8 beams in Set B
	Predict Time
	Config.
	Top1
	Top1~2
	Top1~3
	Top1~4
	Top1~5
	In 1dB
	In 3dB
	In 6dB
	Ave RSRP diff

	160 ms
	Non-AI
	29.55%
	52.98%
	71.90%
	80.39%
	87.65%
	42.76%
	67.35%
	86.72%
	2.544 dB

	
	AI
	63.62%
	78.41%
	85.17%
	88.36%
	90.86%
	75.84%
	85.81%
	91.97%
	1.479 dB

	1440 ms
	Non-AI
	25.88%
	46.69%
	66.43%
	74.95%
	81.66%
	38.08%
	62.31%
	81.20%
	3.505 dB

	
	AI
	50.89%
	68.88%
	79.90%
	84.83%
	88.38%
	64.46%
	79.56%
	89.29%
	2.032 dB



[bookmark: _Ref110632893][bookmark: _Ref115464219]Table 19 L1-RSRP performance with 60km/h with 8 beams in Set B
	Predict Time
	Config.
	Top1
	Top1~2
	Top1~3
	Top1~4
	Top1~5
	In 1dB
	In 3dB
	In 6dB
	Ave RSRP diff

	160 ms
	Non-AI
	30.17%
	53.41%
	72.59%
	80.62%
	87.35%
	44.16%
	68.21%
	86.66%
	2.548 dB

	
	AI
	62.06%
	77.78%
	85.04%
	88.37%
	90.90%
	75.13%
	85.61%
	92.08%
	1.480 dB

	1440 ms
	Non-AI
	21.40%
	38.46%
	56.75%
	64.98%
	72.37%
	32.03%
	53.24%
	71.69%
	4.940 dB

	
	AI
	38.43%
	55.87%
	69.02%
	75.42%
	81.01%
	51.05%
	67.83%
	81.14%
	3.329 dB



4 Conclusion
The observations made in this contribution are summarized below:
Observation # 1: Using the L1-RSRP of the “best” Rx beam with exhaustive beam sweep as inputs can provide the best performance for the accuracy of Top-1/N beam prediction than fixed or randomly selected one or two Rx beams with fixed or random Tx beams for BM-Case 1.
Observation # 2: With L1-RSRPs of fixed Rx beam(s) as AI inputs can provide better performance than L1-RSRP of random Rx beam(s) for DL Tx beam prediction for BM-Case 1.
Observation # 3: With L1-RSRP of fixed Tx beams in Set B of beams as AI inputs can provide better performance than with random Tx beam in Set B of beams for DL Tx beam prediction for BM-Case 1.
Observation # 4: Using the L1-RSRP of the “best” Rx beam with exhaustive beam sweep as inputs can provide the best performance for the accuracy of Top-1/N beam prediction than fixed one Rx beam or randomly selected one or two Rx beams with fixed or random Tx beams for DL Tx-Rx beam pair prediction for BM-Case 1.
Observation # 5: With L1-RSRPs of fixed Rx beam(s) as AI inputs can provide better performance than L1-RSRP of random Rx beam(s) for DL Tx-Rx beam pair prediction for BM-Case 1.
Observation # 6: For beam pair prediction for BM-Case 1, AI with inputs as L1-RSRPs of fixed Tx beams and implicit beam ID information can provide better performance than non-AI based approach.
Observation # 7: For DL Tx beam prediction in BM-Case 1, L1-RSRPs with implicit Tx beam index as AI inputs and best Tx beam as AI outputs and can provide a better performance than with L1-RSRPs with implicit Tx beam index and Rx beam index as AI inputs and best Tx-Rx beam pair as AI outputs.
Observation # 8: The Params of the AI/ML model used in the simulation are about Params whose memory occupation is about 15MB.
Observation # 9: FLOPs of the AI/ML model is about .
Observation # 10: For spatial domain prediction, AI can provide better performance in terms of beam prediction accuracy than non-AI based scheme with the measurements of a given subset of beams to select a best beam among a full set of beams.
Observation # 11: With the help of AI, SSB/RS overhead for measurements, UE measurement efforts, reporting overheads can be reduced to achieve a target performance for beam selection.
Observation # 12: For DL TX beam prediction and beam pair prediction, AI/ML model performs the best when the training and testing dataset are drawn from the same UE speed. However, performance degradation is observed when the training dataset and testing datasets are drawn from different UE speed.
Observation # 13: For DL TX beam prediction and beam pair prediction, training a model with a mixture of dataset drawn from a range of UE speeds allows the model to perform well over a range of UE speeds.
Observation # 14: For spatial domain prediction, AI can provide better performance in terms of beam prediction accuracy than non-AI based scheme with the measurements of a set of wide beams and a subset of narrow beams to select a best beam among a full set of narrow beams.
Observation # 15: For spatial domain prediction, AI can predict the best narrow beam based on the measurements of wide beams only with decent performance.
Based on the analysis and observations, the following proposals were made:
Proposal # 1: Adopt the following parameter for BM SLS evaluation:
· Traffic Model
· Option 1: Full buffer
· Other options are not precluded
· BS Antenna Configuration and BS Tx Power
· Antenna setup and port layouts at gNB: [4, 8, 2, 1, 1,1,1], (dV, dH) = (0.5, 0.5) λ as baseline with 40dBm Tx power

Proposal # 2: Adopt the following parameter for BM LLS evaluation: 
· Data allocation:
· 8 RBs as baseline, companies can report larger number of RBs
· First 2 OFDM symbols for PDCCH, and following 12 OFDM symbols for data channel
· Channel model:
· LOS channel: CDL-D/E extension, 
· NLOS channel: CDL-A/B/C extension, 
· CDL-D extension, DS = 100ns as baseline.
· Companies explains details of extension methodology considering spatial consistency.
· Other channel models and DSs are not precluded.

Proposal # 3: Deprioritize the study of Rx beam prediction in this study item for AI/ML in beam management.
Proposal # 4: At least for BM Case 1, the following options can be further studied and potential down selection as the inputs of AI model:
· Option 1: For Tx-Rx beam pair prediction:
· L1-RSRP measurements of Tx-Rx beam pairs in Set B 
· FFS on the selection of Tx-Rx beam pairs in Set B
· Option 2: For DL Tx beam prediction 
· L1-RSRP measurements of Tx beams in Set B, measured by one or multiple Rx beam(s), FFS:
· The Rx beam is “best” Rx beam based on historical measurements
· The Rx beam(s) is by UE implementation FFS fixed Rx beam or different Rx beam for measuring different Tx beams in Set B
· FFS: The Rx beam(s) is fixed and configured by gNB or chosen by UE implementation
· FFS on the number of Rx beams
· FFS on other information as AI inputs

Proposal # 5: For AI inference at gNB side, DL Tx beam prediction is prioritized, and focus on the L1-RSRP measurements of Tx beams in Set B with explicit or implicit Tx beam ID as AI inputs.
Proposal # 6: For RS overhead reduction, further study the following options:
· Option 1:  at least for BM-Case 1 
· where N is the number of beams (pairs) (with reference signal (SSB and/or CSI-RS)) required for measurement (in Set B and in Top-K beams (pairs) for P2 beam sweep after inference (if applicable))
· where M is the total number of beams (pairs) to be predicted (in Set A)
· Option 2:  at least for BM-Case 2
· Where  is the number of beams (pair) (in Set B and in Top-K beams (pairs) for P2 beam sweep after inference (if applicable)) required for measurement during time slot 
· where M is the total number of beams (pair) to be predicted (in Set A)
· FFS on other options
Proposal # 7: Shannon capacity-based simplified model for UPT can be further considered as additional system performance related KPI.
Proposal # 8: Generalization is defined for UE side AI/ML model and gNB side AI/ML model separately.
Proposal # 9: For UE side AI/ML model, the following can be considered to verify the generalization performance.
· Different UE parameters: UE speed, UE trajectories
· Different gNB setting: number of Tx beam, Tx beam widths, Tx beam pattern, number or pattern in Set B (when applicable),
· Different Scenario, like UMa, UMi including UE distribution 
Proposal # 10: For gNB side AI/ML model, the following can be considered as a starting point to verify the generalization performance.
· Different UE parameters: e.g., UE trajectories, UE speed, UE antenna config, number of Rx beam (when applicable), 
· FFS Different gNB setting: number of Tx beam, different beam widths, Tx beam pattern, number or pattern in Set B (when applicable)
· FFS Scenario, like UMa, UMi including UE distribution e.g., outdoor: in door
Appendix
Appendix A.1 Simulation assumptions for beam management (SLS) 
The following system level simulation assumptions to evaluate beam management are provided in Table 20. 
[bookmark: _Ref115388554][bookmark: _Ref110628370]Table 20 Evaluation assumptions for beam management 
	Parameter
	Value

	Frequency Range
	FR2 @ 30 GHz with SCS 120 kHz

	Deployment
	Dense Urban (Macro only), Hex. Grid
200m ISD

	Channel mode
	UMa with distance-dependent LoS probability function

	UE Speed
	3km/h, 30km/h

	UE rotation speed
	0 deg/s

	BS Antenna Configuration
	One panel: (M, N, P, Mg, Ng) = (4, 8, 2, 1, 1), (dV, dH) = (0.5, 0.5) λ
32 beams (refer to right figure)

	UE Antenna Configuration
	Panel structure: (M,N,P) = (1,4,2), 
2 panels (left, right)
Total 8 beams 
UE Beam Elevation Angle: {0, 0, 0, 0}
UE Beam Azimuth Angle: {-50, -15, 15, 50}
2nd Panel Azimuth Angle + 180°

	Spatial consistency procedure
	Procedure A

	UE trajectory model
	Option #2



Average RSRP  diff

Fixed Tx beams	Case 1	Case 2	Case 3	Case 4	Case 5	Non-AI	0.92600000000000005	1.0129999999999999	1.0640000000000001	1.222	1.819	2.0329999999999999	Random Tx beams	Case 1	Case 2	Case 3	Case 4	Case 5	Non-AI	2.069	0.89100000000000001	2.7320000000000002	1.8839999999999999	3.5640000000000001	4.665	



Beam prediction accuracy

Fixed Tx beams	Case 1	Case 2	Case 3	Case 4	Case 5	Non-AI	0.78339999999999999	0.76270000000000004	0.74380000000000002	0.68310000000000004	0.6048	0.37980000000000003	Random Tx beams	Case 1	Case 2	Case 3	Case 4	Case 5	Non-AI	0.60040000000000004	0.63700000000000001	0.55110000000000003	0.54330000000000001	0.48559999999999998	0.25740000000000002	



Accuracy of beam pair prediction
fixed Tx beams

Top1	Case 1: One best L1-RSRP by exhaustive beam sweeping	Case 1a: all 8 Rx beams	Case 2: Two fixed Rx beams [0,4]	Case 3: One fixed Rx beam [2]	Case 4: Random two Rx beams	Case 5: Random one Rx beam	Baseline (non-AI)	0.50939999999999996	0.4521	0.51400000000000001	0.44800000000000001	0.36549999999999999	0.2883	0.34189999999999998	Top1~2	Case 1: One best L1-RSRP by exhaustive beam sweeping	Case 1a: all 8 Rx beams	Case 2: Two fixed Rx beams [0,4]	Case 3: One fixed Rx beam [2]	Case 4: Random two Rx beams	Case 5: Random one Rx beam	Baseline (non-AI)	0.70850000000000002	0.68889999999999996	0.71860000000000002	0.65669999999999995	0.55669999999999997	0.45129999999999998	0.49009999999999998	Top1~3	Case 1: One best L1-RSRP by exhaustive beam sweeping	Case 1a: all 8 Rx beams	Case 2: Two fixed Rx beams [0,4]	Case 3: One fixed Rx beam [2]	Case 4: Random two Rx beams	Case 5: Random one Rx beam	Baseline (non-AI)	0.82789999999999997	0.8054	0.8004	0.74109999999999998	0.65029999999999999	0.53129999999999999	0.64149999999999996	Top1~5	Case 1: One best L1-RSRP by exhaustive beam sweeping	Case 1a: all 8 Rx beams	Case 2: Two fixed Rx beams [0,4]	Case 3: One fixed Rx beam [2]	Case 4: Random two Rx beams	Case 5: Random one Rx beam	Baseline (non-AI)	0.90920000000000001	0.89659999999999995	0.88090000000000002	0.82520000000000004	0.74480000000000002	0.61750000000000005	0.79710000000000003	



Accuracy of beam pair prediction
random Tx beam

Top1	Case 1: One best L1-RSRP by exhaustive beam sweeping	Case 1a: all 8 Rx beams	Case 2: Two fixed Rx beams [0,4]	Case 3: One fixed Rx beam [2]	Case 4: Random two Rx beams	Case 5: Random one Rx beam	Baseline (non-AI)	0.115	0.20200000000000001	0.25280000000000002	0.1908	6.1400000000000003E-2	5.5300000000000002E-2	0.25030000000000002	Top1~2	Case 1: One best L1-RSRP by exhaustive beam sweeping	Case 1a: all 8 Rx beams	Case 2: Two fixed Rx beams [0,4]	Case 3: One fixed Rx beam [2]	Case 4: Random two Rx beams	Case 5: Random one Rx beam	Baseline (non-AI)	0.16919999999999999	0.34260000000000002	0.4042	0.31840000000000002	9.6699999999999994E-2	8.9099999999999999E-2	0.3856	Top1~3	Case 1: One best L1-RSRP by exhaustive beam sweeping	Case 1a: all 8 Rx beams	Case 2: Two fixed Rx beams [0,4]	Case 3: One fixed Rx beam [2]	Case 4: Random two Rx beams	Case 5: Random one Rx beam	Baseline (non-AI)	0.224	0.45140000000000002	0.49719999999999998	0.40029999999999999	0.1232	0.1138	0.52210000000000001	Top1~5	Case 1: One best L1-RSRP by exhaustive beam sweeping	Case 1a: all 8 Rx beams	Case 2: Two fixed Rx beams [0,4]	Case 3: One fixed Rx beam [2]	Case 4: Random two Rx beams	Case 5: Random one Rx beam	Baseline (non-AI)	0.30449999999999999	0.60460000000000003	0.61599999999999999	0.51500000000000001	0.16739999999999999	0.15640000000000001	0.67410000000000003	


Top-1 beam pair accuracy

Fixed	Case 1: One best L1-RSRP by exhaustive beam sweeping	Case 1a: all 8 Rx beams	Case 2: Two fixed Rx beams [0,4]	Case 3: One fixed Rx beam [2]	Case 4: Random two Rx beams	Case 5: Random one Rx beam	Baseline (non-AI)	0.50939999999999996	0.4521	0.51400000000000001	0.44800000000000001	0.36549999999999999	0.2883	0.34189999999999998	Random	Case 1: One best L1-RSRP by exhaustive beam sweeping	Case 1a: all 8 Rx beams	Case 2: Two fixed Rx beams [0,4]	Case 3: One fixed Rx beam [2]	Case 4: Random two Rx beams	Case 5: Random one Rx beam	Baseline (non-AI)	0.115	0.20200000000000001	0.25280000000000002	0.1908	6.1400000000000003E-2	5.5300000000000002E-2	0.25030000000000002	



Average RSRP diff.

Fixed	Case 1: One best L1-RSRP by exhaustive beam sweeping	Case 1a: all 8 Rx beams	Case 2: Two fixed Rx beams [0,4]	Case 3: One fixed Rx beam [2]	Case 4: Random two Rx beams	Case 5: Random one Rx beam	Baseline (non-AI)	1.012	1.0589999999999999	1.1479999999999999	2.222	3.5680000000000001	6.8550000000000004	2.262	Random	Case 1: One best L1-RSRP by exhaustive beam sweeping	Case 1a: all 8 Rx beams	Case 2: Two fixed Rx beams [0,4]	Case 3: One fixed Rx beam [2]	Case 4: Random two Rx beams	Case 5: Random one Rx beam	Baseline (non-AI)	11.961	4.6130000000000004	5.2190000000000003	8.266	18.452999999999999	19.87	3.75	



Top-1 Tx beam predicition accuracy with fixed Tx beams in Set B

Top-1 Tx beam prediction accuracy	L1-RSRP and Tx and Rx beam index	Case 1: One best L1-RSRP by exhaustive beam sweeping	Case 2: Two fixed Rx beams [0,4]	Case 3: One fixed Rx beam [2]	Case 4: Random two Rx beams	Case 5: Random one Rx beam	0.56489999999999996	0.75719999999999998	0.69740000000000002	0.60329999999999995	0.51749999999999996	Top-1 Tx beam prediction accuracy	L1-RSRP and Tx beam index only	Case 1: One best L1-RSRP by exhaustive beam sweeping	Case 2: Two fixed Rx beams [0,4]	Case 3: One fixed Rx beam [2]	Case 4: Random two Rx beams	Case 5: Random one Rx beam	0.78339999999999999	0.76270000000000004	0.74380000000000002	0.68310000000000004	0.6048	



Average RSRP difference of Top-1 Rx beam prediction with fixed Rx beams in Set B

Average RSRP difference	L1-RSRP and Tx and Rx beam index	Case 1: One best L1-RSRP by exhaustive beam sweeping	Case 2: Two fixed Rx beams [0,4]	Case 3: One fixed Rx beam [2]	Case 4: Random two Rx beams	Case 5: Random one Rx beam	1.012	1.1479999999999999	2.222	3.5680000000000001	6.8550000000000004	Average RSRP difference	L1-RSRP and Tx beam index only	Case 1: One best L1-RSRP by exhaustive beam sweeping	Case 2: Two fixed Rx beams [0,4]	Case 3: One fixed Rx beam [2]	Case 4: Random two Rx beams	Case 5: Random one Rx beam	0.92600000000000005	1.0129999999999999	1.0640000000000001	1.222	1.819	



Accuracy of Top1/K beam prediction

Top1	Case 1	Case 2	Case 3	Case 4	Case 5	Non-AI
with fixed 8Tx * 8Rx	0.78339999999999999	0.76270000000000004	0.74380000000000002	0.68310000000000004	0.6048	0.37980000000000003	Top1~2	Case 1	Case 2	Case 3	Case 4	Case 5	Non-AI
with fixed 8Tx * 8Rx	0.88460000000000005	0.86319999999999997	0.85519999999999996	0.83130000000000004	0.7591	0.61809999999999998	Top1~3	Case 1	Case 2	Case 3	Case 4	Case 5	Non-AI
with fixed 8Tx * 8Rx	0.91559999999999997	0.90059999999999996	0.89639999999999997	0.88619999999999999	0.83499999999999996	0.79100000000000004	Top1~5	Case 1	Case 2	Case 3	Case 4	Case 5	Non-AI
with fixed 8Tx * 8Rx	0.94610000000000005	0.93840000000000001	0.93620000000000003	0.93120000000000003	0.89670000000000005	0.93189999999999995	



Accuracy of Top1/K beam prediction

Top1	Case 1	Case 2	Case 3	Case 4	Case 5	Non-AI with random 8Tx*8Tx	0.60040000000000004	0.63700000000000001	0.55110000000000003	0.54330000000000001	0.48559999999999998	0.25740000000000002	Top1~2	Case 1	Case 2	Case 3	Case 4	Case 5	Non-AI with random 8Tx*8Tx	0.77390000000000003	0.82669999999999999	0.72089999999999999	0.73470000000000002	0.65510000000000002	0.44429999999999997	Top1~3	Case 1	Case 2	Case 3	Case 4	Case 5	Non-AI with random 8Tx*8Tx	0.84650000000000003	0.90869999999999995	0.79769999999999996	0.8286	0.74480000000000002	0.58230000000000004	Top1~5	Case 1	Case 2	Case 3	Case 4	Case 5	Non-AI with random 8Tx*8Tx	0.89600000000000002	0.95589999999999997	0.8599	0.89349999999999996	0.81950000000000001	0.76060000000000005	
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