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1 Introduction
In RAN #94-e, a new study item on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved [1].  One of the use cases identified for study was beam management:
· Beam management, e.g., beam prediction in time, and/or spatial domain for overhead and latency reduction, beam selection accuracy improvement [RAN1].
In RAN1 #109-e, several agreements were made for evaluation on AI/ML for beam management [2]. Furthermore, in RAN1 #110-e, the following were agreed [3]:
	Agreement

· The following updated based on the agreements in RAN 1 #109-e is adopted

Parameters
Values
UE distribution
· FFS 10 UEs per sector/cell for system performance related KPI (if supported) [e.g., throughput] for full buffer traffic (if supported) evaluation (model inference). 
· X UEs per sector/cell for system performance related KPI for FTP traffic (if supported) evaluation (model inference). 
· Other values are not precluded 

· Number of UEs per/sector per cell during data collection (training/testing) is reported by companies if relevant

· More UEs per sector/cell for data generation is not precluded. 

UE Antenna Configuration
· Antenna setup and port layouts at UE: [1,2,1,4,2,1,1], 2 panels (left, right)
· [Panel structure: (M,N,P) = (1,4,2)]

· panels (left, right) with (Mg, Ng) = (1, 2) as baseline

· Other assumptions are not precluded

Companies to explain TXRU weights mapping.

Companies to explain beam and panel selection.

Companies to explain number of UE beams

Agreement

The following updated based on the agreements in RAN 1 #109-e is adopted:

Parameters
Values
UE Speed
· For spatial domain beam prediction, 3km/h

· For time domain beam prediction: 3km/h(optional), 30km/h (baseline), 60km/h (optional), 90km/h (optional), 120km/h (optional)
· Other values are not precluded

UE distribution
· For spatial domain beam prediction: 

· Option 1: 80% indoor ,20% outdoor as in TR 38.901

· Option 2: 100% outdoor

· For time domain prediction: 100% outdoor

Agreement

· If UE orientation is modelled, it can be independently modelled from UE moving trajectory model. 

· This is not precluded that UE orientation coupled with UE moving trajectory model. 

Agreement

· Study the following options on the selection of Set B of beams (pairs) 

· Option 1: Set B is fixed across training and inference

· FFS on the beams of Set B

· Option 2: Set B is variable (e.g., different beams (pairs) patterns in each report/measurement during training and/or inference) 

· FFS on fixed or variable number of beams (pairs)

· FFS on the details 

· Other options are not precluded. 

· FFS on the number of beams (pairs) in Set B

· Note: This does not preclude the alternative that Set B is different from Set A.

Agreement

· To evaluate the performance of AI/ML in beam management at least for NW side beam prediction, UCI report overhead can be further studied as one of KPI options. 

· FFS: number of UCI reports and UCI payload size




In this contribution, we present initial simulation results for spatial beam prediction and discuss several aspects of the evaluation methodology.
2 Discussion 
2.1 Preliminary evaluation results
The performance of AI/ML based spatial beam prediction has been evaluated with simulations. The details of the AI/ML model, training approach and data set, along with the evaluation results are presented in the following.
2.1.1 AI/ML model

The structure of the AI/ML model used for spatial domain beam prediction is shown in Figure 1. The model consists of two 1D convolutional layers followed by fully connected dense layers. The number of filters, kernel size and the stride value used in each of the convolutional layer is shown in the figure. Exponential Linear Unit (ELU) activation function is used in each of the layers except the output layer [4]. The number of transmit beams is 64 and the number of receive beams is 4, resulting in 256 beam pairs. The output layer consists of 256 neurons and softmax activation function is used.
The input to the model is the L1-RSRP value of the measured beam pair at the receiver. The output is the probability of a beam pair index being the best beam pair for the given input of measured RSRP values. The top K beam pair predictions can be obtained by choosing the beam pairs with the highest K probability values. In the evaluations, a fixed set B of beams are used during the training and inference phases.
In the training phase, the model is fed with L1-RSRP values of the measured beam pairs as input and the best beam pair index as the training label. The model is trained to minimize the categorical cross-entropy loss function using Adam optimizer [5]. The data set available in [6] are used for the evaluations. 90% of the data set are used for training, 5% are used for validation and the remaining 5% are used for testing.
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Figure 1 AI/ML model used in the simulations
2.1.2 Simulation results

In the simulations, the number of measured transmit beams has been set to 4 and 8 while the number of receive beams is 4, resulting in 16 and 32 beam pairs. Figure 2 shows the beam prediction accuracy (probability of the actual best beam being one of the top K best beam pair predictions) as a function of K. For K = 1, AI/ML model yields about 81% prediction accuracy when 8 transmit beams are measured by UE and about 67% prediction accuracy when 4 transmit beams are measured.
The prediction accuracy increases as K increases; when K = 4, we can see that the probability of the actual best beam being one of the top 4 beam predictions becomes about 97.5% and 94.5% for 8 and 4 Tx beam measurements, respectively. We also notice that the gap between the performance of 4 or 8 measured transmit beams decreases with increasing K.  From these results, one can conclude that by utilizing AI/ML, the RSRP measurement overhead on the UE (from measuring 64 transmit beams to 4 or 8 beams) can be reduced significantly while maintaining a high degree of prediction accuracy. 

Observation 1: The probability of one of the K beams being the best beam is more than 95% for K = 4.
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Figure 2 Probability of the actual best beam pair being one of the top K predicted beam pairs
2.1.3 Two-step beam management procedure
After the top K beam pairs are identified, a second phase of beam management can be used to identify the best beam pair. In the second phase, the legacy beam management framework can be used: the gNB transmits K CSI-RS resources and the UE reports the CRI of the CSI-RS with the highest RSRP. Note that the overhead of this phase is negligible since K is relatively small. A diagram illustrating this approach is shown in Figure 3.
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Figure 3 Two-step beam management example for spatial beam prediction
The same approach can be extended to temporal beam prediction as shown in Figure 4. In temporal prediction, at a given time instant, a subset of beams can be measured. The subset of beams need not be the same as shown in the figure. For temporal beam prediction, the CSI framework needs to be enhanced to support indication of the time instances of CSI-RS measurements; for example, measurements can be made within a time window before the corresponding CSI report occasion.
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Figure 4 Two-step beam management example for spatial and temporal beam prediction
Proposal 1: Consider a two-step beam management procedure where legacy beam management mechanism is used to choose the best beam from a set of beam recommendations from the AI/ML model.
3 Conclusion

The performance of AI/ML based beam management has been studied in this contribution. The following have been observed and proposed:
Observation 1: The probability of one of the K beams being the best beam is more than 95% for K = 4.
Proposal 1: Consider a two-step beam management procedure where legacy beam management mechanism is used to choose the best beam from a set of beam recommendations from the AI/ML model.
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