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1  Introduction

In RAN1#110 meeting [1], the following agreements and conclusions were made for other aspects on AI/ML for positioning accuracy enhancement.
	Agreement

For characterization and performance evaluations of AI/ML based positioning accuracy enhancement, the following two AI/ML based positioning methods are selected.

· Direct AI/ML positioning

· AI/ML assisted positioning

· Note 1: the selection does not intend to provide any indication of the prospects of any future normative project.

· Note 2: further discussion (including selection of other sub use cases and/or down selection of selected sub use cases) are not precluded based on performance evaluation and potential specification impact study results

Conclusion

Defer the discussion of prioritization of AI/ML positioning based on collaboration level until more progress on collaboration level discussion in agenda 9.2.1.
Agreement

Regarding data collection for AI/ML model training, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement

· Ground truth label determination (e.g., based on UE/PRU/TRP measurement/report)

· Partial and/or noisy ground truth label

· Signaling for data collection

· Other aspects are not precluded

Agreement

Regarding AI/ML model monitoring and update, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement

· AI/ML model monitoring performance metrics

· Condition of AI/ML model update

· Reference signals and measurement feedback/report

· Other aspects are not precluded

Agreement

Study aspects in terms of potential benefit(s) and requirement(s)/specification impact(s) of AI/ML model training and inference in AI/ML for positioning accuracy enhancement considering at least

· UE-side or Network-side training

· UE-side or Network-side inference

· Note: model inference at both UE and network side is not precluded where proponent(s) are encouraged to clarify their AI/ML approaches

Note: companies are encouraged to clarify aspects of their proposed AI/ML approaches for positioning when AI/ML model training and inference are not performed at the same entity 

Conclusion

To use the following terminology defined in TS 38.305 when describe their proposed positioning methods

· UE-based

· UE-assisted/LMF-based

· NG-RAN node assisted

Note: companies are required to clarify their positioning method(s) when their approaches do not fall in one of the above


In this contribution, we present our views on the sub use case for AI/ML based positioning, and discuss the potential specification impact.
2  Use cases for AI/ML for positioning accuracy enhancement
In RAN1#110 meeting, both direct AI/ML positioning and AI/ML assisted positioning methods have been selected for characterization and performance evaluation. For each method, the functionality or the input of the AI/ML model can be different. An example of different kinds of model input is shown in Table I, and some simulation results for direct AI/ML positioning can refer to our contribution [2].
Table I. Different types of input and output of AI/ML model
	Case
	Input
	Output
	Category
	Functionality

	1
	CIR [+ RSRP]
	UE location
	Direct AI/ML positioning positioning
	Direct positioning positioning

	2
	TOA [+RSRP]
	UE location
	Direct AI/ML positioning positioning
	Direct positioning positioning

	3
	TODA[+RSRP]TOA
	UE location
	Direct AI/ML positioning positioning
	Direct positioning positioning

	4
	AOA [+RSRP]
	UE location
	Direct AI/ML positioning positioning
	Direct positioning positioning

	5
	CIR
	TOA
	AI/ML assisted positioning
	TOA estimation

	6
	CIR
	AOA
	AI/ML assisted positioning
	AOA estimation

	7
	CIR
	LOS probability
	AI/ML assisted positioning
	LOS identification

	8
	PDP
	LOS probability
	AI/ML assisted positioning
	LOS identification


The above sub use cases may require different gNB-UE collaboration levels. For example, case 3/4/8 can be implementation-based AI/ML solutions, or collaboration Level-x defined in AI 9.2.1. Case 1/5/6/7 may require CIR information reported from UE or gNB to LMF, which needs signaling enhancement. For all the cases, model transfer/delivery is needed if model training and model inference are conducted at two different sides. Therefore, we think all the collaboration levels (Level x/y/z) defined in AI 9.2.1 should be considered for AI/ML based positioning. But how to support model transfer can be discussed in AI 9.2.1.
Proposal 1: For AI/ML enabled positioning accuracy enhancement, all the collaboration levels (Level x/y/z) defined in AI 9.2.1 should be considered.
3  Considerations on potential spec impact
We take case 1 in Table I as an example, i.e., CIR vector of multiple BSs to UE is the input of AI/ML model, and UE location is the output of the model. For direct AI/ML positioning, we assume the model training is performed at NW side, and model inference can be done at NW or UE side. The related procedures are given in Fig.1. 
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（a） Model inference at LMF                             （b）Model inference at UE
Fig. 1 Procedure of AI/ML based positioning
In Fig.1 (a), to generate the training data set, UE reports the location information to LMF. The LMF can obtain CIR information via SRS. Another potential way is LMF configures DL-PRS for UE, UE could perform channel estimation via DL-PRS and then UE reports the CIR information to LMF. After generating the dataset, AI/ML model training is performed at the NW side. LMF can infer UE’s location based on the received SRS from UE via the well-trained AI/ML model. For model inference, another potential way is UE obtains CIR via DL-PRS, and then feedback the CIR information to LMF. The potential spec impact of CIR report should be studied, especially considering the trade-off between feedback overhead and CIR information accuracy.
In Fig.1 (b), the training procedure is the same as Fig.1 (a), but model inference is performed at UE side. For model inference, DL-PRS is transmitted to UE, and UE obtains CIR based on DL-PRS to infer the location. 
Proposal 2: For AI/ML based positioning, the potential spec impact of CIR report should be studied.
One critical issue of AI/ML based positioning is how to obtain the ground-truth labels. For direct AI/ML positioning, the ground-truth labels are UE coordinates, and for AI/ML assisted positioning, the ground-truth labels can be ideal TOA/AOA/LOS probability. One potential way is to use positioning reference units (PRUs), but if the size of training dataset is large, the overhead for data collection is undesirable. In our view, the required training dataset size can be discussed in AI 9.2.4.1, and then discuss whether it is feasible to obtain the ground-truth labels via PRUs.
Proposal 3: For AI/ML based positioning, whether it is feasible to obtain the ground-truth labels via PRUs is related to the required training dataset size. 
For AI/ML based schemes, life cycle management of AI/ML model is necessary to guarantee the performance. The life cycle management of AI/ML includes model training, model deployment, model inference, model monitoring, and model updating. The goal of model monitoring is to measure the performance of the AI/ML model based on the defined metrics. Two different options can be considered for model monitoring.

Option1: The metrics of performance monitoring is based on the ground-truth labels
Option2: The metrics of performance monitoring is based on non-ideal results, e.g, the results of traditional positioning techniques, or the previous results of AI/ML model  
For Option1, how to obtain the ground-truth label and the overhead of the collection of ground-truth label should be considered. For both options, how to define the metrics to guarantee the positioning accuracy and the potential spec impact should be studied.
Proposal 4: For AI/ML based positioning, the following two different options can be considered for model monitoring.

·  Option1: The metrics of performance monitoring is based on the ground-truth labels

·  Option2: The metrics of performance monitoring is based on non-ideal results, e.g, the results of traditional positioning techniques, or the previous results of AI/ML model
In addition, ppositioning integrity is a measure of the trust in the accuracy of the position-related data and the ability to provide timely warnings based on assistance data provided by the network. Solutions for integrity for RAT dependent positioning techniques will be studied in Rel-18 NR positioning. The relationship between model monitoring and positioning integrity for AI/ML based positioning should be considered.
Proposal 5: For AI/ML based positioning, the relationship between model monitoring and positioning integrity should be considered. 
4  Conclusion
In this contribution, we share our views on the sub use cases of AI/ML positioning approach and the potential spec impact. The observations and proposals are summarised as follows:
Proposal 1: For AI/ML enabled positioning accuracy enhancement, all the collaboration levels (Level x/y/z) defined in AI 9.2.1 should be considered.
Proposal 2: For AI/ML based positioning, the potential spec impact of CIR report should be studied.
Proposal 3: For AI/ML based positioning, whether it is feasible to obtain the ground-truth labels via PRUs is related to the required training dataset size. 
Proposal 4: For AI/ML based positioning, the following two different options can be considered for model monitoring.

·  Option1: The metrics of performance monitoring is based on the ground-truth labels

·  Option2: The metrics of performance monitoring is based on non-ideal results, e.g, the results of traditional positioning techniques, or the previous results of AI/ML model
Proposal 5: For AI/ML based positioning, the relationship between model monitoring and positioning integrity should be considered. 
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