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1. Introduction

In last meeting, the following agreements have been achieved [1].
Agreement

For characterization and performance evaluations of AI/ML based positioning accuracy enhancement, the following two AI/ML based positioning methods are selected.

· Direct AI/ML positioning

· AI/ML assisted positioning

· Note 1: the selection does not intend to provide any indication of the prospects of any future normative project.

· Note 2: further discussion (including selection of other sub use cases and/or down selection of selected sub use cases) are not precluded based on performance evaluation and potential specification impact study results

Conclusion

Defer the discussion of prioritization of AI/ML positioning based on collaboration level until more progress on collaboration level discussion in agenda 9.2.1.
Agreement

Regarding data collection for AI/ML model training, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement

· Ground truth label determination (e.g., based on UE/PRU/TRP measurement/report)

· Partial and/or noisy ground truth label

· Signaling for data collection

· Other aspects are not precluded

Agreement
Regarding AI/ML model monitoring and update, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement

· AI/ML model monitoring performance metrics

· Condition of AI/ML model update

· Reference signals and measurement feedback/report

· Other aspects are not precluded

Agreement
Study aspects in terms of potential benefit(s) and requirement(s)/specification impact(s) of AI/ML model training and inference in AI/ML for positioning accuracy enhancement considering at least

· UE-side or Network-side training

· UE-side or Network-side inference

· Note: model inference at both UE and network side is not precluded where proponent(s) are encouraged to clarify their AI/ML approaches

Note: companies are encouraged to clarify aspects of their proposed AI/ML approaches for positioning when AI/ML model training and inference are not performed at the same entity 

Conclusion

To use the following terminology defined in TS 38.305 when describe their proposed positioning methods

· UE-based

· UE-assisted/LMF-based

· NG-RAN node assisted

Note: companies are required to clarify their positioning method(s) when their approaches do not fall in one of the above 

In this contribution, we will provide some discussions on AI/ML for positioning accuracy enhancement.
2. Discussions 
2.1 Detail Description of AI/ML for positioning accuracy enhancement
Direct AI/ML positioning and AI/ML assisted positioning are selected in last RAN1 meeting. The main application scenario of AI based positioning is the scenario rich of NLOS paths. Especially for indoor scenario with many obstacles, traditional position methods could not provide high accuracy performance. 
The principle of direct AI/ML positioning is to split the target area into lots of grids and then link the position of each grid with its channel characteristics. There are many potential solutions for AI/ML assisted positioning. The basic scheme is LOS/NLOS identification. With a simple identification of LOS/NLOS, the performance of traditional positioning algorithms could achieve good performance improvements. In summary, as a supplement to traditional positioning methods, AI-based positioning methods have a very broad application scenario. Both NW side and UE side need to be considered.
Proposal 1: AI/ML based positioning could be considered for both NW side and UE side.

The generalization capability of AI model is very important for positioning. AI based direct positioning mode is more sensitive to channel variation. The location of gNB and spatial consistency change will have great impact on positioning accuracy. This makes the AI-based direct positioning method will mainly apply to the relatively stable environment, such as industrial scenarios. For such a relatively fixed environment, a large amount of data should be collected and AI model is trained offline. NW side will obtain relatively complete training data and accurate AI model. However, for UE side, it is difficult to obtain massive labeled data. Therefore, the main source of AI model for position should be NW side. UE could make AI model update with small amount of data to ensure AI model accuracy. 
Proposal 2: For direct AI/ML positioning at UE side, AI model from NW side should be considered. 

2.2 Potential standard impacts
The absolute position of the label data acquisition is also a factor to be considered. In the actual environment, high accuracy positioning label acquisition is limited by many factors. A relatively simple way is to measure the CIR of a special point offline, and manually label its location information. In this way, the sampling interval can be adjusted according to the actual positioning needs to obtain more complete positioning information for the whole area. The training data obtained by offline has no direct impact on the standard. Another way to obtain training data is real-time data collection. Real-time positioning data collection can be carried out based on UEs at a specific location (PRUs). NW triggers PRUs to send the required information, such as uplink location signal.
Proposal 3: For LMF-Based direct AI/ML positioning, PRU could be considered to assist NW to make AI model training and update. 
For UE-based direct AI/ML positioning, AI model training at UE side is difficult due to the limitation of labeled data acquisition and power consumption of AI model training. A relative convenient way for UE-based direct AI/ML positioning is that gNB transfer trained AI model(s) to UE. UE could use the AI model according to its needs. For UE-based AI/ML assisted positioning, there is the possibility that AI model is trained at UE side. Some assistant information, such as whether the link between one gNB and UE is LOS or not. 
Proposal 4: Some assistant information could be considered from NW side to assist UE side AI/ML model updating. 
The performance monitoring of the positioning model can be completed by comparing the positioning results. The results available for comparison include time domain monitoring and comparison of location results from different sources. When the multiple positioning results of the same UE at different times have large deviations, the accuracy of the AI model could not be ensured. In addition, some position results could also be exchanged between NW and UE for comparison. When there is a large deviation in the positioning results, AI model updating or switching needs to be considered.
Proposal 5: In order to support the monitoring of AI model, positioning results exchanging between UE and NW could be considered.

3. Conclusion
In summary, the following proposals are provided:
Proposal 1: AI/ML based positioning could be considered for both NW side and UE side.Observation 2: AI/ML based positioning should be considered for both gNB side and UE side.

Proposal 2: For direct AI/ML positioning at UE side, AI model from NW side should be considered. 

Proposal 3: For LMF-Based direct AI/ML positioning, PRU could be considered to assist NW to make AI model training and update. 

Proposal 4: Some assistant information could be considered from NW side to assist UE side AI/ML model updating. 
Proposal 5: In order to support the monitoring of AI model, positioning results exchanging between UE and NW could be considered.
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