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1. Introduction

In last meeting, some agreements have been achieved [1] on the evaluation frameworks of AI/ML based BM:

Agreement

 The Following updated based on the agreements in RAN 1 #109-e is adopted
	Parameters
	Values

	UE distribution

	· FFS 10 UEs per sector/cell for system performance related KPI (if supported) [e.g,, throughput] for full buffer traffic (if supported) evaluation (model inference). 
· X UEs per sector/cell for system performance related KPI for FTP traffic (if supported) evaluation (model inference). 
· Other values are not precluded 
· Number of UEs per/sector per cell during data collection (training/testing) is reported by companies if relevant

· More UEs per sector/cell for data generation is not precluded. 



	UE Antenna Configuration
	· Antenna setup and port layouts at UE: [1,2,1,4,2,1,1], 2 panels (left, right)
· [Panel structure: (M,N,P) = (1,4,2)]

· panels (left, right) with (Mg, Ng) = (1, 2) as baseline

· Other assumptions are not precluded

 
Companies to explain TXRU weights mapping.

Companies to explain beam and panel selection.

Companies to explain number of UE beams


Agreement

The Following updated based on the agreements in RAN 1 #109-e is adopted
	Parameters
	Values

	UE Speed
	· For spatial domain beam prediction, 3km/h

· For time domain beam prediction: 3km/h(optional), 30km/h (baseline), 60km/h (optional), 90km/h (optional), 120km/h (optional)
· Other values are not precluded

	UE distribution
	· For spatial domain beam prediction: 

· Option 1: 80% indoor ,20% outdoor as in TR 38.901

· Option 2: 100% outdoor

· For time domain prediction: 100% outdoor


Agreement
· If UE orientation is modeled, it can be independently modeled from UE moving trajectory model. 

· This is not precluded that UE orientation coupled with UE moving trajectory model. 

Agreement

· Study the following options on the selection of Set B of beams (pairs) 

· Option 1: Set B is fixed across training and inference

· FFS on the beams of Set B

· Option 2: Set B is variable (e.g., different beams (pairs) patterns in each report/measurement during training and/or inference) 

· FFS on fixed or variable number of beams (pairs)

· FFS on the details 

· Other options are not precluded. 

· FFS on the number of beams (pairs) in Set B

· Note: This does not preclude the alternative that Set B is different from Set A.

Agreement

· To evaluate the performance of AI/ML in beam management at least for NW side beam prediction, UCI report overhead can be further studied as one of KPI options. 

· FFS: number of UCI reports and UCI payload size

In this contribution, we will provide some discussions on the evaluation on AI/ML for beam management.
2. Discussions 
The generalization performance of AI model is very important. There are tentative discussions in last meeting about generalization not only for BM, but also for other use cases and general part. The generalization ability of an AI model is hard to be calculated directly and should be identified by real deployment. If the generalization ability of an AI model is tested by simulation, the combination of different scenarios and configurations could be considered for training and testing dataset. If one AI model is trained in Scenario A and configuration A, the performance of the AI model could be tested in another scenarios/configurations. The agreements in 9.2.2.1 for verifying the generalization performance of an AI/ML model could be considered as a starting point for BM. 

Proposal 1: The framework agreement in 9.2.2.1 for verifying the generalization performance of an AI/ML model could also be considered as a starting point for BM.

There are some details on the scenarios and configurations in last meeting. Moderator has provided all the parameters and scenarios to be considered. Similar to the discussions in 9.2.2.1, a structured agreements for different scenarios and configurations could be achieved. Different scenarios include Uma and Umi with different UE distribution. Different configurations include different NW settings and UE parameters. For different sub use cases, some use cases special considerations could be FFS.

Proposal 2: For verifying the generalization performance of an AI/ML model, different NW settings and UE parameters could be classified as configurations. 

RS overhead calculation is also important to have fair comparison between AI-based algorithm and legacy mechanism for BM. For spatial-domain beam pair prediction, it is relatively easy to estimate the overhead reduction. While for other use cases, there are no clear definition of sub use cases, the overhead reduction calculation is hard to converge. Therefore, the detail calculation for different use cases other than spatial-domain beam pair prediction could be reported by different companies. 

Proposal 3: RS overhead calculation for DL tx beam prediction and temporal domain beam prediction (BM-Case2) could be reported by different companies. 
3. Evaluation results 
In this section, we provide the evaluation results for spatial domain beam pair prediction with 32 Tx beam and 8 Rx beam. The simulation assumptions are provided in appendix as agreed in previous meetings. We use 300,000 samples for training and 10,000 samples for validation. Set A are the full set of all beam pair. There are four Set B selection schemes are selected as below:
· Fixed 16 scheme: 16 beam pair is uniformly selected from a full-set of 256 L1-RSRP and fixed during the training process as shown in Fig. 1a.
· Random 16 scheme: 16 beam pair is randomly selected from a full-set of 256 L1-RSRP and fixed during the training process as shown in Fig. 1b.
· Fixed 32 scheme: 32 beam pair is uniformly selected from a full-set of 256 L1-RSRP and fixed during the training process as shown in Fig. 1c.
· Random 32 scheme: 32 beam pair is randomly selected from a full-set of 256 L1-RSRP and fixed during the training process as shown in Fig.1d.
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Fig. 1a Set B of Fixed 16 scheme
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Fig. 1b Set B of Random 16 scheme
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Fig. 1c Set B of Fixed 32 scheme
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Fig. 1d Set B of random 32 scheme

DNN is chosen for performance comparison. 3 full connected layer is used and each layer with neuros number 1000,1000 and 256. We train the AI model with batch size 256, learning rate 0.001 and 1000 epochs. 
4 KPIs are used in following performance evaluation, including,

· average L1-RSRP difference of Top-1 predicted beam

· beam prediction accuracy (%) for Top-1 beam

· beam prediction accuracy (%) with 1dB margin for Top-1 beam

· beam prediction accuracy (%) for Top-4 beams, i.e., the beam prediction accuracy (%) is the percentage of “the Top-1 genie-aided beam is one of the Top-K predicted beams”.
The evaluation results are listed in Table 1. The accuracy for Top-1 beam is around 50% when 16 beam pair is selected as AI model input. With the input number increasing from 16 to 32, the accuracy for Top-1 beam could be around 65%. The accuracy of Top-4 beam pair is over 80%, even with 16 beam pair. The accuracy for Top-1 with 1dB margin are almost over 60% for all schemes. In general, with AI model, good performance could be achieved when training set and validation set are of the same configurations.
Observation 1: AI-based solution could achieve good performance for beam pair prediction with same training and validation set configurations.
Table 1 performance evaluation results for different subset selection scheme

	Training

dataset
	Validation

dataset
	Ave. RSRP

diff. [dB]
	Accuracy

for Top-1 [%]
	Accuracy for Top-1

with 1dB margin [%]
	Accuracy

for Top-4 [%]

	Fixed 16 scheme
	2.096485589999997
	46.24
	59.19
	80.28

	Random 16 scheme
	1.8337908999999986
	51.2
	63.91
	82.28

	Fixed 32 scheme
	0.8284760200000001
	64.66
	77.88
	92.11

	Random 32 scheme
	0.7118558500000006
	67.41
	80.58
	91.49


4. Conclusion
In summary, the following proposals and observation are provided:
Proposal 1: The framework agreement in 9.2.2.1 for verifying the generalization performance of an AI/ML model could also be considered as a starting point for BM.

Proposal 2: For verifying the generalization performance of an AI/ML model, different NW settings and UE parameters could be classified as configurations. 

Proposal 3: RS overhead calculation for DL tx beam prediction and temporal domain beam prediction (BM-Case2) could be reported by different companies.
Observation 1: AI-based solution could achieve good performance for beam pair prediction with same training and validation set configurations.
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Appendix 
	Parameter
	Value

	Scenario
	Uma with Dense Urban 38.901,7 sites, 3 cells per site

	Carrier frequency
	30GHz

	Subcarrier spacing
	120kHz

	System BW
	80 MHz

	BS and RRH Tx power
	40dBm

	UE receiver NF
	10

	ISD
	200m

	o2i
	0.5

	Antenna configuration at BS
	[Mg Ng M N P] = [1 1 4 8 2], [dV, dH] = [0.5,0.5] λ

	Antenna configuration at UE
	[Mg Ng M N P] = [1 2 1 4 2], [dV, dH] = [0.5,0.5] λ

	BS TX beam pattern
	32 Tx beams

Horizontal angle = [-78.75 -56.25 -33.75 -11.25 11.25 33.75 56.25 78.75]

Vertical angle = [22.5 67.5 112.5 157.5]

	UE RX beam pattern
	4 Rx beams per panel

Horizontal angle = [-67.5 -22.5 22.5 67.5]

Vertical angle = [/]

	Indoor UE fraction
	80%

	UE speed
	3 km/s

	Spatial consistency 
	False

	Rotation
	False
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