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1. Introduction
The study items for application of AI/ML to air interface were approved in RAN #94[1]. After several rounds of NWM discussion, the use cases focus on CSI feedback enhancement, beam management, and positioning accuracy enhancements.
The agreements and conclusion of RAN1 #110 meeting for positioning accuracy enhancements are listed below[2].
	Agreement
For characterization and performance evaluations of AI/ML based positioning accuracy enhancement, the following two AI/ML based positioning methods are selected.
· Direct AI/ML positioning
· AI/ML assisted positioning
· Note 1: the selection does not intend to provide any indication of the prospects of any future normative project.
· Note 2: further discussion (including selection of other sub use cases and/or down selection of selected sub use cases) are not precluded based on performance evaluation and potential specification impact study results

Conclusion
Defer the discussion of prioritization of AI/ML positioning based on collaboration level until more progress on collaboration level discussion in agenda 9.2.1.

Agreement
Regarding data collection for AI/ML model training, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement
· Ground truth label determination (e.g., based on UE/PRU/TRP measurement/report)
· Partial and/or noisy ground truth label
· Signaling for data collection
· Other aspects are not precluded

Agreement
Regarding AI/ML model monitoring and update, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement
· AI/ML model monitoring performance metrics
· Condition of AI/ML model update
· Reference signals and measurement feedback/report
· Other aspects are not precluded

Agreement
Study aspects in terms of potential benefit(s) and requirement(s)/specification impact(s) of AI/ML model training and inference in AI/ML for positioning accuracy enhancement considering at least
· UE-side or Network-side training
· UE-side or Network-side inference
· Note: model inference at both UE and network side is not precluded where proponent(s) are encouraged to clarify their AI/ML approaches
Note: companies are encouraged to clarify aspects of their proposed AI/ML approaches for positioning when AI/ML model training and inference are not performed at the same entity 

Conclusion
To use the following terminology defined in TS 38.305 when describe their proposed positioning methods
· UE-based
· UE-assisted/LMF-based
· NG-RAN node assisted
Note: companies are required to clarify their positioning method(s) when their approaches do not fall in one of the above 



[bookmark: OLE_LINK27][bookmark: OLE_LINK28]According to the process of RAN1 #110 and previous meetings, the following two issues will be discussed in this contribution:
· Discussion on the clarification of sub-use case
· Discussion on potential specification impact

2. [bookmark: OLE_LINK60][bookmark: OLE_LINK61][bookmark: OLE_LINK63][bookmark: OLE_LINK64][bookmark: OLE_LINK67]Discussion on the clarification of sub-use case
[bookmark: OLE_LINK29][bookmark: OLE_LINK30]The last two meetings have discussed the clarification of sub-use case for positioning accuracy enhancement. After several bounds discussion in RAN1 #109 e-meeting, no common cognition achieved but the candidate options are listed by the moderator[3]:
	· Option 1: by scenario
· Option 2: by {input, output} of an AI/ML model
· Option 3: for estimation, tracking, and prediction etc. as different sub use cases
· Option 4: by functionality that the AI/ML model is intended to fulfil where LOS/NLOS classification and Fingerprinting to directly estimate UE’s position as different sub use cases 


[bookmark: OLE_LINK44][bookmark: OLE_LINK45][bookmark: OLE_LINK31][bookmark: OLE_LINK62][bookmark: OLE_LINK32][bookmark: OLE_LINK33]This issue was pended in the RAN1 #110 and can be further discussed in subsequent meetings. In our opinion, the above four options listed in RAN1 #109 e-meeting are full to generalize the category of clarifying the sub-use case. 
According to different execution methods, the existing positioning technologies can be divided into two categories, i.e., RAT-dependent and RAT-independent. Traditional positioning methods in 3GPP are mostly based on RAN-dependent technologies assisted with DL PRS and/or UL SRS-pos, such as TDOA, AOA, and RSRP etc., which highly require strict time synchronization and LOS path. With the higher requirements of NR positioning in Rel-18 and beyond, the drawbacks of RAN-dependent technologies are more prominent. The main obstacles of traditional methods need to be overcome are synchronization error and heavy NLOS conditions.
Regarding how to categorize the sub-use case of AI/ML positioning, the introduction of AI/ML in RAN1 is to solve the thorny issues that traditional technologies cannot solve, like heavy NLOS condition, synchronization error, which we think could be in line with Option 4. Moreover, there is no need to spend more energy/time to discussing the various input/output/functionality of the AI model like Option 2. Regarding Option 1, the intention and benefits are unclear.
Proposal 1: Option 4 is preferable to categorize the clarification of sub-use case.

· Synchronization error
Synchronization error involve two types: error between service TRP and reference TRP, and error between service TRP and target device. The latter have poor impact of current positioning method. But for the former, limited by synchronization technology, utilizing traditional algorithms to overcome this trouble still needs to be explored. 
Synchronization error between service TRP and reference TRP will affect the RSTD measurement results. Although it can be overcome by multi-RTT method, the reference signal overhead increased concomitantly. As shown in Fig.1, if there exists synchronization error between any two of TRPs, the RSTD error must be introduced compared with the real RSTD value, which result the hyperbola deviate the real one, and the intersection of the two hyperbolas cannot represent the real target device location. For example, assuming 1us misalignment between TRP1 and TRP2, the positioning error will be around 300m, which is not acceptable for NR positioning requirement.
[image: ]
Fig.1 Principle of RSTD measurement
Observation 1: Synchronization error between service TRP and reference TRP seriously hinders high accuracy requirement of NR positioning.

One function of AI/ML is to use the collected data set to complete model training, and solve the problems of classification, regression, clustering, and so on, according to the trained model. The combination of AI/ML and positioning with synchronization error is apparent. Compared with traditional positioning methods, the synchronization error can be learnt from the training data set to compensate the error rather than reduce the synchronization error using traditional technology. Therefore, offsetting synchronization error should be one of the sub use cases of positioning accuracy enhancements.
Proposal 2: The sub use cases of positioning accuracy enhancements should include the scenarios of existing synchronization error between service TRP and reference TRP.

· NLOS conditions
The study for the I-IoT scenario, especially for InF-DH and InF-DL, has shown that the channel conditions might be quite severe and close to the NLOS multi-path propagation. This is caused by the multiple signal reflections from the machinery metal parts and other objects present in the dense industrial environments and referred to as industrial ‘clutter’. If the position-related reference signals are transmitted by the NLOS path, it must bring the diversity between the real straight line distance and measured straight line distance from TRP to UE, which is shown in Fig.2. 
[image: ]
Fig.2 LOS path and NLOS path
In detail, for NLOS propagation phenomenon, it causes an excess delay relative to the LOS transmission time and angular bias relative to the true LOS direction. For example, if there is an additional 1us delay on the NLOS path compared with LOS path, it will bring a positioning error of 300 meters.
Observation 2: Heavy NLOS condition seriously hinders high accuracy requirement of NR positioning.

Traditional positioning method cannot overhead the error derived from heavy NLOS condition. One advantage of AI/ML is that the training data can be used to predict the additional delay of NLOS, rather than overhead the heavy NLOS condition by theoretical calculation, thus the heavy NLOS condition should be one of the sub use cases of positioning accuracy enhancements.
[bookmark: OLE_LINK106][bookmark: OLE_LINK107]Proposal 3: The sub use cases of positioning accuracy enhancements should include the scenarios of heavy NLOS condition.

3. Discussion on potential specification impact
3.1. Relation between direct AI/AI assisted and UE based/UE assisted positioning
The RAN1 #109 e-meeting agreed to consider direct AI/ML positioning and AI/ML assisted positioning for positioning accuracy enhancement. The potential specification impact combining with UE-based/UE-assisted positioning defined in TS 38.305 are required to be clarified.
· [bookmark: OLE_LINK108][bookmark: OLE_LINK109]UE based positioning combining with direct AI positioning
[bookmark: OLE_LINK101][bookmark: OLE_LINK102][bookmark: OLE_LINK128][bookmark: OLE_LINK129][bookmark: OLE_LINK112][bookmark: OLE_LINK113]From the definition of TS 38.305[4], UE based positioning refers to that UE is responsible for making the positioning calculation. Previous agreement terms direct AI positioning as the output of AI/ML model inference is UE location. Integrating the two definitions,
· [bookmark: OLE_LINK110][bookmark: OLE_LINK111][bookmark: OLE_LINK123]If the AI model is deployed at UE side (the terminologies is UE-side model defined in AI 9.2.1), the positioning process is the UE infers its location by AI model and transfer the result to network side, thus collaboration level x is preferable since AI model is more likely to replace the traditional position calculation method and no impact on the network side. 
· If the AI model is deployed at network side (the terminologies is network-side model defined in AI 9.2.1), it is contradictory that UE based positioning refer to location calculation at UE side while direct AI positioning refer to location inference at network side which deploy the AI model. Thus NW side AI model is not support for this scenario.
Observation 3: Network side AI model cannot apply to UE based positioning combining with direct AI positioning for DL PRS based positioning.
[bookmark: OLE_LINK118][bookmark: OLE_LINK119]Proposal 4: Collaboration level x is preferable when suppose direct AI model is deployed at UE side for UE based positioning.

· UE based positioning combining with AI assisted positioning
[bookmark: OLE_LINK120][bookmark: OLE_LINK121][bookmark: OLE_LINK122][bookmark: OLE_LINK116][bookmark: OLE_LINK117]From the previous agreements, AI assisted positioning termed as the AI model outputs new measurement and/or enhancement of existing measurement rather than the UE location directly. Integrating the definition and TS 38.305,
· If the AI model is deployed at UE side, the technological process should be, inferring an intermediate result by AI model at UE side, calculating the UE positioning by the intermediate results via non-AI method at UE side. Similar as the above case, collaboration level x is preferable since it is more likely implemented by UE-self and transparent for network. 
· If the AI model is deployed at network side, the normal technological process should be, inferring an intermediate result by AI model at network side, transferring the intermediate result to UE side, and calculating the UE positioning by the intermediate result via non-AI method. Although network side AI model can work, resource overhead, location delay and specification complexity will be introduced compared with current positioning mechanism. 
[bookmark: OLE_LINK126][bookmark: OLE_LINK127]Proposal 5: For UE based positioning combining with AI assisted positioning, only UE side AI model rather than network side mode is not supported considering the additional specification complexity. Collaboration level x is preferable for this scenario.

· UE assisted positioning combining with direct AI positioning
From the definition of TS 38.305[4], UE assisted positioning refers to that UE provides measurements (but does not make the positioning calculation) and NW makes the positioning calculation based on the measurements. Integrating this definition and previous agreement, for DL PRS based positioning, 
· If the AI model is deployed at UE side, the technological process should be, inferring an intermediate result by AI model at UE side, transferring the measurement to gNB, calculating the UE positioning by the measurement via another AI model deployed at network sides. It seems another AI model must be needed at network side to infer the UE location. Therefore, only UE side model cannot work for this scenario. 
· If the AI model is deployed at network side, the normal technological process should be, obtaining the measurement by traditional methods at UE side, transferring the measurement to network side, inferring the UE location by the AI model deployed at network side. A use case for this scenario is AI fingerprint positioning, where CIR is reported from UE side and then input to the AI model deployed at network side, the output of AI model is UE positioning. The potential specification impact is how UE reports the CIR to network.
[bookmark: OLE_LINK124][bookmark: OLE_LINK125]Observation 4: UE side AI model cannot apply to UE assisted positioning combining with direct AI positioning for DL PRS based positioning.
Proposal 6: AI fingerprint positioning can be served as a sub-use case applying UE assisted positioning combining with direct AI positioning. How to obtain CIR at network side should be further study.

· UE assisted positioning combining with AI assisted positioning
[bookmark: OLE_LINK130][bookmark: OLE_LINK131][bookmark: OLE_LINK34][bookmark: OLE_LINK35][bookmark: OLE_LINK36]Integrating the current definitions and agreement, for DL PRS based positioning,
· If the AI model is deployed at UE side, the technological process should be, inferring an intermediate result by AI model at UE side, transferring the intermediate result to network side, calculating the UE positioning by the an intermediate result via mathematical methods rather than any AI models. 
· If the AI model is deployed at network side, the technological process should be, obtaining the measurement by traditional methods at UE side, transferring the measurement to network side, inferring an intermediate results via AI model at network, and calculating UE location via non-AI method.

3.2. Data set collection
One premise of using AI model to infer UE location is to collect a real-time data set containing ground truth to training the model, and this data set should be quite accurate, so that the output of AI model is more close to the UE real location. This data set label should include UE location related information at least. Data set collection for model training and verification will introduce potential specification impact.
In general, the ground truth for model training and model monitoring is difficult to collect. Some tactics have been provided currently like RAT-independent way or numerical average, but the accuracy and latency cannot be ensured. The combination of traditional methods may be an attractive way to collect the data based on the characteristics of them.
In detail, for the scenario of overcoming synchronization error by AI means, the characteristics of data set for training the AI model should at least comprise
· Value with synchronization errors. e.g., RSTD measured by reference signal 
· Real position related. e.g., RSTD without synchronization.
Value with synchronization errors is simple to obtain from the reference signal like PRS for DL or SRS-Pos for UL. However, how to obtain the value of RSTD without synchronization is tough. 
Since the current multi-RTT is better work in the case of synchronization errors, across method based on multi-RTT and TDOA can be considered. Theoretically, if the RTT values between a UE and any more than two gNBs is known, the real RSTD from those gNB will be transformed. Therefore, for the case of existing synchronization errors, the real RSTD or position can be calculated from multi-RTT indirectly. Further, the data set will be collected by the transformed RSTD and measured RSTD.
[image: ]
Fig.4 Transform from Rx-Tx time difference to RSTD
Proposal 7: The real position-related characteristic of collected data set for model training and model monitoring aimed at positioning with synchronization error can refer to the current method of multi-RTT to obtain the RSTD without synchronization through transformation.

4. Conclusion
In this contribution, we discussed the issues of AI/ML for positioning accuracy enhancement. Observations and proposals are summarized as following: 
Observation 1: Synchronization error between service TRP and reference TRP seriously hinders high accuracy requirement of NR positioning.
Observation 2: Heavy NLOS condition seriously hinders high accuracy requirement of NR positioning.
Observation 3: Network side AI model cannot apply to UE based positioning combining with direct AI positioning for DL PRS based positioning.
Proposal 1: Option 4 is preferable to categorize the clarification of sub-use case.
Proposal 2: The sub use cases of positioning accuracy enhancements should include the scenarios of existing synchronization error between service TRP and reference TRP.
Proposal 3: The sub use cases of positioning accuracy enhancements should include the scenarios of heavy NLOS condition.
Proposal 4: Collaboration level x is preferable when suppose direct AI model is deployed at UE side for UE based positioning.
Proposal 5: For UE based positioning combining with AI assisted positioning, only UE side AI model rather than network side mode is not supported considering the additional specification complexity. Collaboration level x is preferable for this scenario.
Proposal 6: AI fingerprint positioning can be served as a sub-use case applying UE assisted positioning combining with direct AI positioning. How to obtain CIR at network side should be further study.
Proposal 7: The real position-related characteristic of collected data set for model training and model monitoring aimed at positioning with synchronization error can refer to the current method of multi-RTT to obtain the RSTD without synchronization through transformation.

References
[1] RP-213599, New SI: Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface, RAN #94.
[2] 3GPP RAN1 #110 meeting, chairman’s notes.
[3] R1-2205229, Discussion summary #1 of [109-e-R18-AI/ML-08], Moderator.
[4] TS 38.305, Stage 2 functional specification of User Equipment (UE) positioning in NG-RAN, v17.0.0
- 7/7 -
image3.png
- rrors

@__
D — 13 synchr Onization g

transform

i

Get RSTD from the real distance
without synchronization errors




image1.png




image2.png
obstacles

clutter

NLOS path




