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Introduction
The following objectives on XR-specific capacity improvements (RAN1, RAN2) have been identified by the study item description (RP-220285)
· Study mechanisms that provide more efficient resource allocation and scheduling for XR service characteristics (periodicity, multiple flows, jitter, latency, reliability, etc…). Focus is on the following mechanisms:
· SPS and CG enhancements;
· Dynamic scheduling/grant enhancements.
In RAN1#110, the following conclusion was made:
Conclusion
There is no consensus in RAN1 on the benefits of enhancing SPS for the purpose of XR capacity enhancement
This contribution expresses our views on the identified capacity improvements. 
Discussion
Dynamic scheduling/grant enhancements
If the scheduler, and/or the UE is aware of some of XR application layer information (e.g., (a) which packets belong to a PDU set, (b) importance information of a PDU set (c) dependency information between different PDU sets (d) delay budget of a packet/PDU set), such information can be exploited to optimize resource allocation as will be discussed in the following.
Delay Awareness
The gNB can take knowledge of PDU set/packet delay into account in scheduling transmissions, e.g., by giving priority to transmissions close to their delay budget limit, and by not scheduling (e.g., UL) transmissions exceeding a packet/PDU set delay budget. The UE can also take advantage of such knowledge to save UE’s power by determining if an UL transmission (e.g., PUCCH in response to PDSCH, UL pose, or PUSCH) corresponding to a transmission that exceeds its delay budget can be dropped. Additionally, UE does not need to wait for re-transmission of a PDSCH that will never occur (e.g., DRX retransmission timers can be stopped). In case that the gNB does not have direct access to application layer information, e.g. due to privacy issues, etc. but if the UE can identify application layer information based on internal interaction with its application layer and can convert the application layer information to relevant radio interface Quality of Service (QoS) requirements, the UE can indicate Retransmission related Control Information (RCI) for both DL and UL packets to the gNB. For example, the RCI (e.g. information of a remaining valid duration for retransmission of a TB, a request of no further retransmission of a TB) can be transmitted along with HARQ-ACK feedback or other uplink control information (UCI).   
Proposal 1: Study the benefits of indicating the remaining delay budget for a packet and/or a PDU set:
· gNB indicating such delay budget to UE for DL/UL packet and/or PDU set
· UE indicating such delay budget to gNB for UL/DL packet and/or PDU set
Note that a notion of the delay budget could be indicated: e.g., (a) the UE can indicate to the gNB that no further retransmission of an UL TB is required or (b) gNB can cancel the already scheduled transmissions corresponding to a packet/PDU set for which a delay budget is exceeded. For instance, in case multiple consecutive TBs of a PDU set are scheduled, and one TB of the associated PDU set is NACK’d afterwards and a potential retransmission of that TB could not meet the delay budget for the PDU set, the rest of the TBs of the PDU set that are already scheduled, but not yet transmitted need to be cancelled, which could help gNB with scheduling new data on the corresponding resources for the UE or help the UE to save power by not processing the cancelled scheduled transmissions.
Proposal 2: Study the benefits/use-cases of cancelling a scheduled DL transmission when the delay budget of the associated PDU set is expected to be exceeded.       
Multi-PD(U)SCH Scheduling
The packet size of I-frames/I-slices is large, so there would be more TBs (e.g., over multiple slots) scheduled by a single DCI. In this case, UE transmits the HARQ-ACK after the last TB will cause large delay to the first several scheduled TBs, so how to decrease the latency should be studied. For example, multiple TBs could be divided into multiple TB groups and the HARQ-ACK for one TB group could be transmitted timely after that TB group, accordingly, the K1 value and PUCCH resource for each TB group should be decided.
Proposal 3: Study latency reduction for HARQ-ACK transmission for multi-PD(U)SCH scheduling.
Another solution to the delayed HARQ-ACK issue (for both single DCI multi-TB scheduling, and multiple single DCIs scheduling couple of TBs each) could be to send any NACK of the first few TBs in a resource that is earlier than a resource used for multiplexing all HARQ-ACK of the multiple TBs. Such a scheme can help gNB schedule the retransmissions in time and avoid PDB expiration. To avoid any ambiguity between gNB and UE, the HARQ-ACK of all TBs (including the ones that have been NACK’d in an earlier PUC(S)CH) are multiplexed in the later PUC(S)CH. 
Proposal 4: Investigate HARQ-NACK prioritization benefits to avoid PDB expiration.
Large video frames of XR traffic can be transmitted using a carrier with high SCS to satisfy the latency and reliability requirements of the XR traffic. In XR, a video frame can be an I-frame, P-frame, or can be composed of I-slices, and/or P-slices. I-frames/I-slices are more important and larger than P-frames/P-slices. Assuming the scheduler is aware of I-slice and P-slice boundaries, the specified multiple TB scheduling (UL or DL) can be further enhanced considering the differences between I-slices and P-slices in a video frame that includes both an I-slice and a P-slice, scheduled by a single DCI. For instance, HARQ-ACK/PUSCH priority, and HARQ-ACK bunding can be different for an I-slice vs. a P-slice.   
Proposal 5: Study if multi-PD(U)SCH scheduling should be further enhanced based on application awareness.
PHR
If gNB receives upfront some power headroom information from the UE, the network can provide efficient UL scheduling and consequently shorten the transmission time of the UE, which will ultimately also lead to increased system capacity. To ensure a timely PHR, an UL DCI can trigger a PHR, e.g., when a first TB of an PDU set is scheduled.
Proposal 6: Study techniques providing timely PHR, e.g., UL DCI triggering a PHR.
To better match the PHR timers with the XR traffic arrival times, and hence provide a more accurate PHR, new timer values can be proposed for instance, derived based on the XR traffic arrival periodicity or UL pose periodicity.
Proposal 7: Study if PHR should be further enhanced based on XR traffic arrival periodicity or UL pose periodicity.
CG enhancements
Considering XR packet variable size, dynamic scheduling seems to be a good tool to be used to serve the XR traffic. Nonetheless, CG can be used to exploit (quasi-) periodic nature of video frame arrivals without the need for DCI and/or SR signalling. CG enhancements can help with addressing XR traffic variable size. For instance, in case of UL traffic with no jitter (as shown in the figure below), multiple CG configurations (with different CG resource durations) can have their CG resources start at the same time, and the UE can choose a CG configuration to transmit a video packet based on the video frame size. The UE can be expected to use only one CG configuration within a subset of CG configurations (e.g., with the same start time, but with different resource size), which could help gNB to reuse the remaining unused CG resources. 
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Figure 1: UE is configured with CG configurations 1 and 2. Based on the size of the UL video traffic arriving at time t1, the UE selects CG configuration 1 or 2. gNB can determine which CG configuration (1 or 2) the UE has used based on (a) an SR indication (sent in black triangle) or (b) DMRS or (c) CG-UCI. 

The UE can indicate to the network which CG configuration is selected via (a) a SR indication (with the associated PUCCH resource occurring prior to the end of the earliest ending CG configuration) or (b) a DMRS scrambling initialization/ID or (c) a CG-UCI.
Further, in XR applications such as immersive online gaming and a smart helmet, latency-sensitive set of data collected from multiple cooperating sensors/devices (e.g. motion sensors, cameras, and audio devices) of a UE may need to be uploaded to an XR server within a certain time window for real-time rendering and/or virtual control of machines or other objects. Thus, CG enhancement such as joint activation of multiple CG configurations (potentially with different periodicities) for an indicated duration can address handling of multiple traffics of different QoS requirements in a quasi-synchronous manner with reduced DL and UL control singling overhead.  
Proposal 8: Study CG enhancements to address XR traffic variable packet size and quasi-synchronous communication of multiple flows. Enhancements may include:
· Enabling, within a CG period, a set of CG configurations having the same periodicity with CG resources of different size and transmitting only on CG resource(s) of one CG configuration within the set of CG configurations.
· Joint activation of multiple CG configurations for an indicated duration to handle multiple traffics of different QoS requirements in a quasi-synchronous manner with reduced control signaling overhead
[bookmark: _Hlk111012975]For XR service, the packet arrival rate is determined by the frame generation rate, e.g., 60fps equals to 16.6667ms, which is not aligned with the integer CG periodicity configuration. There are several implementation methods, e.g., multiple CG configurations. But this is not an efficient way and considering that the number of CG configurations is limited and we need the limited multiple CG configurations to realize variable packet size for XR as we mentioned above, some enhancements for one CG configuration should be considered to realize the non-integer periodicity for CG transmissions. For example, assuming XR traffic periodicity is 1000/60 =50/3 ms，a longer periodicity with three smaller periodicities, e.g., 50ms=(17ms, 17ms, 16ms), could be configured for one CG configuration, and then a long periodicity cycle of 50ms could be obtained and the alignment between XR traffic and CG could be achieved, as shown in Figure 2. 
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Figure 2: An example to realize the non-integer periodicity for CG. 
Proposal 9: Enhancements related to non-integer periodicity for CG transmissions could include configure multiple small periodicities for one CG configuration to compose a longer periodicity cycle. 
Enhancements applicable to both semi-static and dynamic scheduling
Video slice mapping to CBG and CBG enhancements
It is expected that TBs of XR traffic are generally carrying a high payload potentially fitting two or more video slices to accommodate the PDU sets and XR traffic requirements in terms of peak data rate, average throughput, and packet delay budget. Given the bursty, quasi-periodic XR traffic characteristic, one of the challenges of XR traffic at L1 is the necessity to quickly retransmit and resolve any erroneously received TBs by a receiver. As errors may affect only part of the CBs of a TB, it is thus of interest to reduce the retransmission overhead to the CB payloads affected only. To this end, the CBG feature of NR may be used. However, the mapping of XR traffic logical channels to a TB, subsequent CBs and enclosing CBGs may benefit from application awareness to map and align video slices to CBGs. Beyond such slice-level awareness, slice importance awareness may be relevant to L1 for FEC with unequal error protection, providing lower coding rates for highly important slices and higher coding rates for lower importance slices. Leveraging the XR application awareness at L1/L2 may thus provide two-fold gains, on one hand reducing the overhead of retransmissions via CBGs, and on the other hand offering proportional error protection to importance of XR information carried by the CBGs.
Proposal 10: Investigate leveraging XR application awareness (e.g., video slice and stream awareness, video slice importance) to map video slices to TB CBGs for optimized transmissions and retransmissions of XR traffic.
However, for CBG-based retransmission, one drawback is the HARQ-ACK feedback overhead may be too much considering the maximum number of CBGs per TB is configured by RRC signaling. In that sense, for each TB, the number of corresponding CBG-level HARQ-ACK information bits is always equal to the RRC configured maximum number. Even though a TB is scheduled with a small TB size, UE must generate the CBG-level HARQ-ACK information bits for the TB and align the CBG-level HARQ-ACK information bits in the HARQ-ACK codebook with the RRC configured maximum number, e.g., by appending NACK bits. Thus, unnecessary HARQ-ACK feedback overhead may be caused which impacts UE transmit power consumption and UL coverage especially when the maximum number of CBGs per TB is configured to 8. Therefore, it is necessary to investigate signaling overhead reduction for CBG-based HARQ-ACK feedback, especially for the XR traffic.
Proposal 11: Investigate signaling overhead reduction for CBG-based HARQ-ACK feedback per TB for XR traffic.
Furthermore, when multiple PDSCHs or PUSCHs scheduled by a single DCI is configured simultaneously with CBG-based transmission, the problem is the CBGTI in the single DCI may require huge signaling overhead. E.g., assuming RRC signaling configures max 8 CBGs per TB and max 8 TBs can be scheduled by a single DCI, then the CBGTI needs 8*8=64 bits in the scheduling DCI with one bit corresponding to one CBG of one TB. This brings too much bit overhead in the scheduling DCI. To exploit the benefit of CBG-based transmission and multi-PDSCH/PUSCH scheduling, overhead reduction on CBGTI is needed. 
Proposal 12: Investigate signaling overhead reduction for CBGTI when both CBG-based feedback and multi-PDSCH/PUSCH scheduling are configured simultaneously for a UE.
Application awareness and error concealment exploitation
XR application awareness at RAN level is beneficial for identification of PDU set boundaries and PDU set importance level. These can be exploited jointly with decoder-based error concealment mechanisms which are embedded into modern video decoders of XR-ready terminals. The latter can reconstruct pictures or picture regions based on available video coded information despite erroneous or missing PDU sets (e.g., video slices). With the appropriate information of the application encoding-decoding chain capabilities, the identification of PDU sets and their importance, the RAN can support skipping of retransmissions of non-important PDU sets (e.g., static/quasi-static P-frames, video coded slices encoding high resolution picture of acknowledged video coded slice containing the low resolution of the same picture) and corresponding packets that would exceed the packet delay budget of the assigned QoS. 
Observation: The XR PDU set/packet importance value can help the RAN skip retransmissions of non-important PDU sets.
Conclusions
This contribution provided our views regarding XR-specific capacity improvements as follows:
Proposal 1: Study the benefits of indicating the remaining delay budget for a packet and/or a PDU set:
· gNB indicating such delay budget to UE for DL/UL packet and/or PDU set
· UE indicating such delay budget to gNB for UL/DL packet and/or PDU set
Proposal 2: Study the benefits/use-cases of cancelling a scheduled DL transmission when the delay budget of the associated PDU set is expected to be exceeded.
Proposal 3: Study latency reduction for HARQ-ACK transmission for multi-PD(U)SCH scheduling.
Proposal 4: Investigate HARQ-NACK prioritization benefits to avoid PDB expiration.
Proposal 5: Study if multi-PD(U)SCH scheduling should be further enhanced based on application awareness.
Proposal 6: Study techniques providing timely PHR, e.g., UL DCI triggering a PHR.
Proposal 7: Study if PHR should be further enhanced based on XR traffic arrival periodicity or UL pose periodicity.
Proposal 8: Study CG enhancements to address XR traffic variable packet size and arrival time and quasi-synchronous communication of multiple flows. Enhancements may include:
· Enabling, within a CG period, a set of CG configurations having the same periodicity with CG resources of different size  and transmitting only on CG resource(s) of one CG configuration within the set of CG configurations.
· Joint activation of multiple CG configurations for an indicated duration to handle multiple traffics of different QoS requirements in a quasi-synchronous manner with reduced control signaling overhead
Proposal 9: Enhancements related to non-integer periodicity for CG transmissions could include configure multiple small periodicities for one CG configuration to compose a longer periodicity cycle. 
Proposal 10: Investigate leveraging XR application awareness (e.g., video slice and stream awareness, video slice importance) to map video slices to TB CBGs for optimized transmissions and retransmissions of XR traffic.
Proposal 11: Investigate signaling overhead reduction for CBG-based HARQ-ACK feedback per TB for XR traffic.
Proposal 12: Investigate signaling overhead reduction for CBGTI when both CBG-based feedback and multi-PDSCH/PUSCH scheduling are configured simultaneously for a UE.
Observation: The XR PDU set/packet importance value can help the RAN skip retransmissions of non-important PDU sets.
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