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Introduction
As part of Rel-18 Study Item on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface [1], 3GPP has agreed to study the framework for AI/ML for air-interface corresponding to target use cases considering aspects such as performance, complexity, and potential specification aspects. Some of the aspects of the study item include:
AI/ML model, terminology and description to identify common and specific characteristics for framework investigations:
· Characterize the defining stages of AI/ML related algorithms and associated complexity:
· Model generation, e.g., model training (including input/output, pre-/post-process, online/offline as applicable), model validation, model testing, as applicable 
· Inference operation, e.g., input/output, pre-/post-process, as applicable
· Identify various levels of collaboration between UE and gNB pertinent to the selected use cases, e.g., 
· No collaboration: implementation-based only AI/ML algorithms without information exchange [for comparison purposes]
· Various levels of UE/gNB collaboration targeting at separate or joint ML operation. 
· Characterize lifecycle management of AI/ML model: e.g.,  model training, model deployment , model inference, model monitoring, model updating
· Dataset(s) for training, validation, testing, and inference 
· Identify common notation and terminology for AI/ML related functions, procedures and interfaces
· Note: Consider the work done for FS_NR_ENDC_data_collect when appropriate

This contribution discusses the general framework of AI/ML applied to the NR air interface, specifically the remaining open issues regarding basic AI/ML terminology. 

Terminology of AI/ML framework for NR air interface
Optimization is a fundamental challenge in deploying large-scale cellular networks as configuration and adaptation of system parameters can have significant impact on key performance indicators (KPIs) such as system capacity, user QoE, latency, reliability, coverage, and numbers of active users, etc.  This is especially critical for 5G networks as they are heterogenous in terms of frequency bands/ranges, macro and small cell deployments, diverse service offerings and traffic characteristics, and coexistence of different architectures including centralized virtual RAN functions and distributed nodes to support latency-sensitive edge computing and private networks. The same industry trends which enable network virtualization and deployment of low-latency/high bandwidth services are also making application of power Artificial Intelligence (AI) tools such as machine learning (ML) algorithms to 5G networks feasible and scalable.  

These algorithms rely on historical data for deriving system models and training as well as real-time or near-real-time data collection to adapt to different network conditions. Furthermore, a variety of use cases can be supported by AI/ML techniques as noted in the SID including CSI feedback optimization, beam management, and positioning. Many of these use cases have common requirements in terms of data collection and KPIs for monitoring. At the same time, different use cases can have vastly different requirements in terms of the impact on network nodes or functionalities. This implies that the appropriate implementation of different AI/ML techniques may involve multiple interfaces, signalling procedures, and processing requirements (including requirements on data aggregation or co-location with different nodes/functions).  

During RAN1#110 the following basic AI/ML terminology definitions were captured as working assumptions:
Working Assumption
	Terminology
	Description

	Online training
	An AI/ML training process where the model being used for inference) is (typically continuously) updated trained in (near) real-time with the arrival of new training samples in (near) real-time. 
Note: the notion of (near) real-time vs. non real-time is context-dependent and is relative to the inference time-scale.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as online training by commonly accepted conventions.
Note: Fine-tuning/re-training may be done via online or offline training. (This note could be removed when we define the term fine-tuning.)

	Offline training
	An AI/ML training process where the model is trained based on collected dataset, and where the trained model is later used or delivered for inference.
Note: This definition only serves as a guidance. There may be cases that may not exactly conform to this definition but could still be categorized as offline training by commonly accepted conventions.



Working Assumption
Include the following into a working list of terminologies to be used for RAN1 AI/ML air interface SI discussion.
	Terminology
	Description

	AI/ML model delivery
	A generic term referring to delivery of an AI/ML model from one entity to another entity in any manner.
Note: An entity could mean a network node/function (e.g., gNB, LMF, etc.), UE, proprietary server, etc.



Understanding that there are always potential corner cases which can make precise categorization of offline vs. online training more complex than can be expressed in a concise definition, it is important for 3GPP to try and provide basic guidance on the applicability of different proposed techniques to the agreed use cases as well as provide a baseline for future study items and work items which may expand the scope currently defined for the Rel-18 study item. In particular, the note regarding fine-tuning a model via online or offline training may add more confusion to the definitions by blurring the line between the two approaches and should be handled as a separate topic of discussion/definition if needed. It should be clear that both online and offline approaches can result in updated models based on updates to the datasets or the parameters of the model itself – the main distinction would be the timescale of the adaptation and potentially the source of the updates (e.g., local or centralized). 

[bookmark: OLE_LINK8]Proposal 1: Confirm the working assumptions for the definitions of Online training, Offline training, and AI/ML model delivery and remove the note on fine-tuning for the definition of Online training. 


Conclusion
In this contribution, we discussed the general framework of AI/ML applied to the NR air interface. The following proposals were made:

Proposal 1: Confirm the working assumptions for the definitions of Online training, Offline training, and AI/ML model delivery and remove the note on fine-tuning for the definition of Online training. 
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