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Introduction
In previous RAN #110 meeting, the sub use cases have been pre-finalized and the related specification impacts are discussed in more detail [1]. In this contribution, we present our views on both of the two topics.
Sub use cases
The sub use case has been roughly decided based on the majority votes of companies, the agreement has been made as below:
	Agreement
For characterization and performance evaluations of AI/ML based positioning accuracy enhancement, the following two AI/ML based positioning methods are selected.
· Direct AI/ML positioning
· AI/ML assisted positioning

Note 1: the selection does not intend to provide any indication of the prospects of any future normative project.

Note 2: further discussion (including selection of other sub use cases and/or down selection of selected sub use cases) are not precluded based on performance evaluation and potential specification impact study results.




This sub use cases classification follows the terminologies used in NR positioning enhancement, which utilizes UE-based and UE-assisted positioning as the positioning methods. According to the classification, both direct and indirect (assisted) positioning can have multiple sub use cases under each category. From our point of view, the even further down selection is not necessary at this stage, the purpose of determining sub use cases is to specify different paths of the specification impacts, in the beginning of the discussion, collaboration levels were supposed to be the main factor for deciding the sub use cases, but this proposal has been finally abandoned due to the ambiguity of the definition of the collaboration level itself after several rounds of discussion. Further down selection of the sub use cases has no positive meaning for the clarification on related specification impact of each sub use cases so we have the following proposal.
Proposal 1 The selected two sub use cases are sufficient for the evaluation and related framework or specification impact study at this stage.

Potential Specification Impact
Three agreements have been reached in RAN1#110 meeting for the following 3 aspects: model training, model monitoring/updating and model transfer, the agreements can be found as below:

	Agreement
Regarding data collection for AI/ML model training, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement
· Ground truth label determination (e.g., based on UE/PRU/TRP measurement/report)
· Partial and/or noisy ground truth label
· Signaling for data collection
· Other aspects are not precluded

Agreement
Regarding AI/ML model monitoring and update, to study and provide inputs on potential specification impact at least for the following aspects of AI/ML based positioning accuracy enhancement
· AI/ML model monitoring performance metrics
· Condition of AI/ML model update
· Reference signals and measurement feedback/report
· Other aspects are not precluded

Agreement
Study aspects in terms of potential benefit(s) and requirement(s)/specification impact(s) of AI/ML model training and inference in AI/ML for positioning accuracy enhancement considering at least
· UE-side or Network-side training
· UE-side or Network-side inference
· Note: model inference at both UE and network side is not precluded where proponent(s) are encouraged to clarify their AI/ML approaches
Note: companies are encouraged to clarify aspects of their proposed AI/ML approaches for positioning when AI/ML model training and inference are not performed at the same entity 

Conclusion
To use the following terminology defined in TS 38.305 when describe their proposed positioning methods
· UE-based
· UE-assisted/LMF-based
· NG-RAN node assisted
Note: companies are required to clarify their positioning method(s) when their approaches do not fall in one of the above 



The model training procedure has been studied for a long time since RAN#94e meeting, for both online training and offline training, the label obtaining is the most important part if supervised-learning or semi-supervised-learning is used to train the model. However, it is not applicable to obtain accurate UE location ground truth labels during the model inference phase. Therefore, the ways to obtain the estimated or noisy labels should be studied. According to the analysis from conventional positioning methods, the inaccuracies for estimating the UE location are mainly caused by the NLOS and timing error between the transmitters and receivers, the timing error range can be decided on previous study, so the NLOS will be the main factor which affects the positioning label obtaining. 
The indoor factory scenarios are almost heavy NLOS, but the clutter density varies for different scenarios. For example, the typical {40%, 2, 2} contains more than one NLOS paths among the multiple gNBs and the target device, so at least the partial LOS path can be used for ground truth label collection. The entire NLOS detection system needs to be studied for the label collection, including the algorithm (AI may also be used to detect NLOS), the necessary signaling, assistance information, and the reporting mechanism.
Observation 1: The LOS/NLOS detection/classification is essential for positioning label obtaining.
Proposal 2 Study the LOS/NLOS indication enhancement and related data collection framework details on the basis of release 17.
Another way to collect the ground truth label is by using the positioning reference unit, there were also multiple companies mentioned the PRU in their contributions during the recent meetings. From our point of view, there had been a long discussion in release 16 and 17 on how to setup the PRU and make use of it, however the results are basically negative, the accurate location obtaining of the PRU itself is still a problem, and the working way of PRU has very few specification impacts. Thus, we suggest deprioritizing the study of the enhancement of the PRU for the label collection of AI/ML positioning.
Proposal 3 The study of the usage/enhancement of the PRU for the label collection of AI/ML positioning may be deprioritized at this stage, otherwise a specific discussion topic should be setup for it.
The second point for the specification impact of AI/ML positioning is model monitoring and updating, the metrics and conditions for monitoring and updating can be studied together, due to the difficulties for using model output directly, an alternative way is to enhance the existing reference signal and measurement report to detect the change of the scenario environment.
The third point of the specification impact is to study the details of model deployment in different entities for training and inference, there can be several understandings for this issue, e.g., the model trained in LMF and infer in UE, then the model transfer and specific capabilities report, or configuration are potential specification impact. Another understanding may be model trained in one entity but split into 2 parts and distributes into different entities for inference, we suggest studying the benefits of this implementation first before studying the detailed specification impact.
Proposal 4 Study the model transfer and specific capabilities report/configuration for model deployed in different entities during training and inference.

Conclusion

Proposal 1 The selected two sub use cases are sufficient for the evaluation and related framework or specification impact study at this stage.
Observation 1: The LOS/NLOS detection/classification is essential for positioning label obtaining.
Proposal 2 Study the LOS/NLOS indication enhancement and related data collection framework details on the basis of release 17.
Proposal 3 The study of the usage/enhancement of the PRU for the label collection of AI/ML positioning may be deprioritized at this stage, otherwise a specific discussion topic should be setup for it.
Proposal 4 Study the model transfer and specific capabilities report/configuration for model deployed in different entities during training and inference.
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