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1. [bookmark: _Ref521334010]Introduction
In RAN1#110 meeting, the following agreements were agreed [1]. 
	Agreement
For AI/ML-based positioning, both approaches below are studied and evaluated by RAN1:
· Direct AI/ML positioning
· AI/ML assisted positioning

Agreement
For AI/ML-based positioning, study impact from implementation imperfections.

Agreement
For evaluation of AI/ML based positioning, the model complexity is reported via the metric of “number of model parameters”. 

Agreement
To investigate the model generalization capability, at least the following aspect(s) are considered for the evaluation for AI/ML based positioning:
(a) Different drops
· Training dataset from drops {A0, A1,…, AN-1}, test dataset from unseen drop(s) (i.e., different drop(s) than any in {A0, A1,…, AN-1}). Here N>=1.
(b) Clutter parameters, e.g., training dataset from one clutter parameter (e.g., {40%, 2m, 2m}), test dataset from a different clutter parameter (e.g., {60%, 6m, 2m});
(c) Network synchronization error, e.g., training dataset without network synchronization error, test dataset with network synchronization error;
· Other aspects are not excluded.
Note: It’s up to participating companies to decide whether to evaluate one aspect at a time, or evaluate multiple aspects at the same time.

Agreement
When providing evaluation results for AI/ML based positioning, participating companies are expected to describe data labelling details, including:
· Meaning of the label (e.g., UE coordinates; binary identifier of LOS/NLOS; ToA)
· Percentage of training data without label, if incomplete labeling is considered in the evaluation
· Imperfection of the ground truth labels, if any

Agreement
For evaluation of AI/ML based positioning, study the performance impact from availability of the ground truth labels (i.e., some training data may not have ground truth labels). The learning algorithm (e.g., supervised learning, semi-supervised learning, unsupervised learning) is reported by participating companies.

Agreement
For AI/ML-based positioning, for evaluation of the potential performance benefits of model finetuning, report at least the following: 
· training dataset setting (e.g., training dataset size necessary for performing model finetuning)
· horizontal positioning accuracy (in meters) before and after model finetuning.

Agreement
For both direct AI/ML positioning and AI/ML assisted positioning, the following table is adopted for reporting the evaluation results.
Table X. Evaluation results for AI/ML model deployed on [UE or network]-side, [with or without] model generalization, [short model description] 
	Model input
	Model output
	Label
	Clutter param
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	
	Training
	test
	Model complexity
	Computational complexity
	AI/ML

	
	
	
	
	
	
	
	
	



To report the following in table caption: 
· Which side the model is deployed
· Model generalization investigation, if applied
· Short model description: e.g., CNN
Further info for the columns:
· Model input: input type and size
· Model output: output type and size
· Label: meaning of ground truth label; percentage of training data set without label if data labeling issue is investigated (default = 0%)
· Clutter parameter: e.g., {60%, 6m, 2m}
· Dataset size, both the size of training/validation dataset and the size of test dataset
· AI/ML complexity: both model complexity in terms of “number of model parameters”, and computational complexity in terms of FLOPs
· Horizontal positioning accuracy: the accuracy (in meters) of the AI/ML based method
Note: To report other simulation assumptions, if any.

Agreement
For evaluation of AI/ML assisted positioning, an intermediate performance metric of model output is reported.
· FFS: Detailed definition of the intermediate performance metric of the model output

Agreement
To investigate the model generalization capability, the following aspect is also considered for the evaluation of AI/ML based positioning:
(d) UE/gNB RX and TX timing error. 
· The baseline non-AI/ML method may enable the Rel-17 enhancement features (e.g., UE Rx TEG, UE RxTx TEG).


In this document, we share our views on evaluation on AI/ML-based positioning.
2. Methodology 
The common evaluation methodology to all sub use cases is discussed in our companion paper [2]. When some traditional function of the wireless network is replaced by AI/ML-based module, the output of the AI/ML module can be evaluated from functional point of view. We denote such evaluation as ‘intermediate evaluation’. The output of AI/ML module will be utilized in signal processing procedure to acquire the final results, which can be denoted as ‘eventual evaluation’.
[bookmark: OLE_LINK37][bookmark: OLE_LINK38][bookmark: OLE_LINK35][bookmark: OLE_LINK36]Positioning use case focuses on positioning accuracy enhancement for different scenarios including heavy NLOS conditions. In our companion paper [3], it is considered that AI/ML model is used to directly output UE’s position, estimate timing and/or angle of measurement and identify LOS/NLOS in Rel-18.
· For directly estimating UE’s position based on AI/ML model, UE position is inferred without intermediate ToA/AoA/AoD estimation. Thus AI/ML module is evaluated by the final positioning accuracy which is an AI/ML-based ‘eventual evaluation’. 
· [bookmark: OLE_LINK23][bookmark: OLE_LINK24][bookmark: OLE_LINK16][bookmark: OLE_LINK17]For estimating timing and/or angle of measurement based on AI/ML model, traditional algorithms can be replaced by AI/ML module for ToA/AoA/AoD estimation. The AI/ML-based ToA/AoA/AoD estimation can be evaluated by its output, i.e., ‘intermediate evaluation’. The AI/ML-based ToA/AoA/AoD estimation is also used to acquire the final UE position, i.e., ‘eventual evaluation’. 
· [bookmark: OLE_LINK27][bookmark: OLE_LINK28]For identifying LOS/NLOS identification based on AI/ML model, AI/ML module is used to replace these typical solutions to identify LOS/NLOS. The AI/ML-based LOS/NLOS identification can be evaluated by its output, i.e., ‘intermediate evaluation’. The identified LOS/NLOS is also utilized to acquire the final UE position, i.e., ‘eventual evaluation’.
Based on the analysis above, we have the following proposal:
Proposal 1: For AI/ML-based positioning, the evaluation methodology is as follows:
· For directly estimating UE’s position based on AI/ML model, consider evaluating the positioning accuracy as eventual evaluation.
· For estimating timing and/or angle of measurement based on AI/ML model, consider evaluating the result of ToA/AoA/AoD estimation as intermediate evaluation, and evaluating the positioning accuracy as eventual evaluation.
· For identifying LOS/NLOS identification based on AI/ML model, consider evaluating the LOS/NLOS identification as intermediate evaluation, and evaluating the positioning accuracy as eventual evaluation.
3. KPI
[bookmark: OLE_LINK3][bookmark: OLE_LINK4]For AI/ML models with different output types, the KPIs are different. For directly estimating UE’s position based on AI/ML model, the KPI is positioning accuracy (e.g. 90% CDF percentiles of horizontal accuracy). For estimating timing and/or angle of measurement based on AI/ML model, the KPIs include intermediate KPI and eventual KPI, which are the accuracy of estimated measurement results (e.g. error of ToA/AoA/AoD) and the positioning accuracy. For identifying LOS/NLOS identification based on AI/ML model, the intermediate KPI is correct rate of identified LOS/NLOS and the final KPI are positioning accuracy.
[bookmark: OLE_LINK18][bookmark: OLE_LINK19]Proposal 2: For AI/ML-based positioning, in addition to AI-specific KPIs, the following KPIs are considered:
· Eventual KPI: Positioning accuracy (e.g. 90% CDF percentiles of horizontal accuracy);
· Intermediate KPI: The accuracy of intermediate measurement results (e.g. error of ToA/AoA/AoD) if estimating timing and/or angle of measurement based on AI/ML model is applied;
· Intermediate KPI: The correct rate of LOS/NLOS identification if identifying LOS/NLOS identification based on AI/ML model is applied.
4. Simulation assumptions
[bookmark: OLE_LINK20][bookmark: OLE_LINK21]In RAN1#109-e meeting, the common scenario parameters defined in Table 6-1 of TR 38.857 and some parameters of InF-DH scenario were agreed to evaluate the AI/ML-based positioning. In our simulations, the simulation assumptions are shown in Annex, and the dataset is generated by a system level simulator based on 3GPP simulation methodology. In particular, both cases of perfect network synchronization and network synchronization with a truncated Gaussian distribution of 50 ns are investigated in our simulations. If network synchronization error is assumed, the network synchronization error is defined as a TRP-specific error, and the network synchronization error is assumed to be an error value between the TRP and a timing reference source which is assumed to have perfect timing.
5. Simulation results
5.1. [bookmark: _Ref115271552]Direct AI/ML positioning
For direct AI/ML positioning, AI/ML model is used to directly estimate UE’s position without intermedium ToA/AoA/AoD estimation. We provide some simulation results of direct positioning based on AI/ML model in section 5.1.
5.1.1. [bookmark: _Ref115362683]AI/ML model performance with perfect network synchronization
For the simulations in this section, perfect network synchronization is assumed. The AI/ML model for estimating UE’s position is a classical ResNet model. The input of this AI/ML model is CIR, and the size of CIR is [18, 256, 2]. And the output of this AI/ML model is UE’s horizontal positon (x, y). This AI/ML model inference may be performed at UE side or LMF side. When inference is performed at UE side, the UE may utilize the DL-PRS CIR and an AI/ML model to estimate the UE’s position directly. When this model is deployed at LMF side, the UE needs to transfer the DL-PRS CIR to LMF for AI/ML model inference.
The details of dataset, AI/ML model and evaluation results are given in Table 1. The simulation result for estimating UE’s position is provided in Figure 1. For perfect network synchronization, the performance is 0.98m@90% of CDF percentile of horizontal accuracy.
[bookmark: _Ref115272102]Table 1: Evaluation results for AI/ML model deployed on UE/LMF-side, without model generalization, resnet18
	Model input
	Model output
	Label
	Clutter param
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	
	Training
	test
	Model complexity
	Computational complexity
	AI/ML

	Type: CIR;
Size:
[18, 256, 2]
	Type: UE’s position;
Size:
[1, 2]
	UE’s position with 100% ground truth label
	{60%, 6m, 2m}
	Training:
19400;
Validation: 
1080;
	1080
	11.2M
	4.03G FLOPs
	0.98m


[image: CATT6case1_resnet18]
[bookmark: _Ref110965308]Figure 1: CDF of horizontal accuracy of perfect network synchronization
Observation 1: For directly estimating UE’s positioning with perfect network synchronization, the horizontal accuracy is 0.98m@90%.
5.1.2. AI/ML model performance with network synchronization error
In Rel-16, various positioning technologies were specified to support regulatory as well as commercial use cases. In Rel-17, some positioning enhancements had been introduced. However, in current IIoT scenario, it is still worth thinking about overcoming the some non-ideal factors, e.g. synchronization errors between multiple TRPs. Under the non-ideal factors influence, positioning accuracy will be degraded by traditional positioning algorisms. In this section, we evaluate a simulation with network synchronization error assumption to identify whether AI/ML model can overcome the influence of network synchronization error. The network synchronization error with a truncated Gaussian distribution of 50 ns is assumed, and the network synchronization error is defined as a TRP-specific error.
The AI/ML model for estimating UE’s position is a classical ResNet model. The details of dataset, AI/ML model and evaluation results are given in Table 2. For network synchronization with a truncated Gaussian distribution of 50 ns, the simulation result is provided in Figure 2, and the performance is 0.84m@90% of CDF percentile of horizontal accuracy. Compared to the simulation result in Figure 1, the positioning accuracy of AI/ML model with network synchronization error is similar to the positioning accuracy of AI/ML model with perfect network synchronization. When AI/ML-based approach is applied in positioning, the network synchronization error is included in the corresponding training data set and test data set. If the network synchronization error is captured in the training set, AI/ML model would be able to learn how to overcome network synchronization error to improve positioning accuracy, since AI/ML-based positioning has data-driven characteristics. Based on our simulation results, the positioning accuracy of AI/ML model with network synchronization error is not deteriorated, which means the AI/ML model can overcome the influence of network synchronization error on the test data set through learning the internal relationship between the training data set with network synchronization error and the corresponding labels.
[bookmark: _Ref115363669]Table 2: Evaluation results for AI/ML model deployed on UE/LMF-side, without model generalization, resnet18
	Model input
	Model output
	Label
	Clutter param
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	
	Training
	test
	Model complexity
	Computational complexity
	AI/ML

	Type: CIR;
Size:
[18, 256, 2]
	Type: UE’s position;
Size:
[1, 2]
	UE’s position with 100% ground truth label
	{60%, 6m, 2m}
	Training:
19400;
Validation: 
1080;
	1080
	11.2M
	4.03G FLOPs
	0.84m


[image: CATT6case2_resnet18]
[bookmark: _Ref115275693]Figure 2: CDF of horizontal accuracy of network synchronization with 50ns synchronization error
Observation 2: If network synchronization error with a truncated Gaussian distribution of 50 ns is assumed, the horizontal accuracy of direct AI/ML positioning is 0.84m@90%.
Proposal 3: In IIoT scenario, for direct AI/ML positioning, AI/ML model has ability to overcome the network synchronization error to improve positioning accuracy.
5.1.3. [bookmark: _Ref115366623]AI/ML model generalization performance
To investigate the AI/ML model generalization capability, we further evaluate the AI/ML model generalization performance with different assumptions between training dataset and test dataset, e.g. different clutter parameters assumptions and different network synchronization assumptions.
5.1.3.1. [bookmark: _Ref115368593]Different clutter parameters
The AI/ML model in section 5.1.1 is trained with the assumption of clutter parameter {60%, 6m, 2m}, and this AI/ML model is used to test the dataset with the assumption of clutter parameter {40%, 2m, 2m}. The details of dataset, AI/ML model and evaluation results are given in Table 3. The simulation result for testing an AI/ML model on other clutter parameters is provided in Figure 3. The performance is 2.64m@90% of CDF percentile of horizontal accuracy. When the AI/ML model is tested on other clutter parameters, the positioning accuracy of the AI/ML model is degraded compared to the AI/ML model is trained and tested with same clutter parameter assumptions.
[bookmark: _Ref115363714]Table 3: Evaluation results for AI/ML model deployed on UE/LMF-side, with model generalization, resnet18
	Model input
	Model output
	Label
	Clutter param
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	
	Training
	test
	Model complexity
	Computational complexity
	AI/ML

	Type: CIR;
Size:
[18, 256, 2]
	Type: UE’s position;
Size:
[1, 2]
	UE’s position with 100% ground truth label
	Training:{60%, 6m, 2m}
Testing:{40%, 2m, 2m}
	Training:
19400;
Validation: 
1080;
	1080
	11.2M
	4.03G FLOPs
	2.64m


[image: CATTcase3d_resnet18]
[bookmark: _Ref115363760]Figure 3: CDF of horizontal accuracy when AI/ML model is tested on other clutter parameters
Observation 3: When AI/ML model is trained and tested with different clutter parameters assumptions, the horizontal positioning accuracy is degraded.
5.1.3.2. [bookmark: _Ref115369379]Different network synchronization assumptions between training dataset and test dataset
The AI/ML model in section 5.1.1 is trained with the assumption of perfect network synchronization, and this AI/ML model is used to test the dataset with network synchronization error. The details of dataset, AI/ML model and evaluation results are given in Table 4. The simulation result for testing an AI/ML model on different network synchronization assumption is provided in Figure 4. The performance is 12.6m@90% of CDF percentile of horizontal accuracy. When the AI/ML model is tested on the dataset with network synchronization error, the positioning accuracy of the AI/ML model is seriously degraded compared to the AI/ML model is trained and tested with perfect network synchronization.
[bookmark: _Ref115365754]Table 4: Evaluation results for AI/ML model deployed on UE/LMF-side, with model generalization [Training dataset with perfect network synchronization and testing dataset with network synchronization error], resnet18
	Model input
	Model output
	Label
	Clutter param
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	
	Training
	test
	Model complexity
	Computational complexity
	AI/ML

	Type: CIR;
Size:
[18, 256, 2]
	Type: UE’s position;
Size:
[1, 2]
	UE’s position with 100% ground truth label
	{60%, 6m, 2m}
	Training:
19400;
Validation: 
1080;
	1080
	11.2M
	4.03G FLOPs
	12.6m


[image: CATT6case3a2_resnet18]
[bookmark: _Ref115366039]Figure 4: CDF of horizontal accuracy when AI/ML model is tested on different network synchronization assumption
Observation 4: When AI/ML model is trained and tested with different network synchronization assumptions, e.g. training dataset with perfect network synchronization and testing dataset with network synchronization error, the horizontal positioning accuracy is seriously degraded.
5.1.4. AI/ML model fine-tuning
In section 5.1.3, we investigate the AI/ML model generalization capability and observe that the positioning accuracy will degrade when training dataset and testing dataset with different clutter parameters or network synchronization assumptions. The AI/ML model generalization capability is important since there are large computing and storage requirements if AI/ML model is trained for every scenarios or assumptions. In order to improve the positioning accuracy when training dataset and testing dataset with different assumptions, we investigate the performance of AI/ML model fine-tuning.
5.1.4.1. AI/ML Model fine-tuning with different clutter parameters
The AI/ML model in section 5.1.1 is trained with the assumption of clutter parameter {60%, 6m, 2m}. This AI/ML model is regarded as a basic AI/ML model, and then a small dataset with the assumption of clutter parameter {40%, 2m, 2m} is used to fine-tune the basic AI/ML model. The details of dataset, AI/ML model and evaluation results are given in Table 5. The simulation result for an AI/ML model fine-tuned by 1080 data with clutter parameter {40%, 2m, 2m} is provided in Figure 5. The performance is 1.23m@90% of CDF percentile of horizontal accuracy. Compared to the positioning accuracy in section 5.1.3.1, the positioning accuracy is improved from 2.64m to 1.23m by fine-tuning the AI/ML model with a small dataset with the assumption of clutter parameter {40%, 2m, 2m}.
[bookmark: _Ref115368237]Table 5: Evaluation results for AI/ML model deployed on UE/LMF-side, with model generalization and fine-tuning, resnet18
	Model input
	Model output
	Label
	Clutter param
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	
	Training
	test
	Model complexity
	Computational complexity
	AI/ML

	Type: CIR;
Size:
[18, 256, 2]
	Type: UE’s position;
Size:
[1, 2]
	UE’s position with 100% ground truth label
	Training:{60%, 6m, 2m}
Fine-tuning and testing:{40%, 2m, 2m}
	Training:
19400;
Fine-tuning: 
1080;
	1080
	11.2M
	4.03G FLOPs
	1.23m


[image: CATTcase3e_resnet18]
[bookmark: _Ref115368411]Figure 5: CDF of horizontal accuracy when AI/ML model is fine-tuned by different clutter parameters dataset
Observation 5: When AI/ML model is trained with the dataset of clutter parameter {60%, 6m, 2m} and fine-tuned with a small dataset with dataset of clutter parameter {40%, 2m, 2m}, the horizontal positioning accuracy is improved from 2.64m to 1.23m compared with AI/ML model without fine-tuning.
5.1.4.2. AI/ML Model fine-tuning for different network synchronization assumptions
The AI/ML model in section 5.1.1 is trained with the assumption of perfect network synchronization. This AI/ML model is regarded as a basic AI/ML model, and then a small dataset with network synchronization error is used to fine-tune the basic AI/ML model. The details of dataset, AI/ML model and evaluation results are given in Table 6. The simulation result for an AI/ML model fine-tuned by 1080 data with network synchronization error is provided in Figure 6. The performance is 2.23m@90% of CDF percentile of horizontal accuracy. Compared to the positioning accuracy in section 5.1.3.2, the positioning accuracy is greatly improved from 12.6m to 2.23m by fine-tuning the AI/ML model with a small dataset with the assumption of network synchronization error.
[bookmark: _Ref115369184]Table 6: Evaluation results for AI/ML model deployed on UE/LMF-side, with model generalization and fine-tuning [Training dataset with perfect network synchronization and fine-tuning dataset with network synchronization error], resnet18
	Model input
	Model output
	Label
	Clutter param
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	
	Training
	test
	Model complexity
	Computational complexity
	AI/ML

	Type: CIR;
Size:
[18, 256, 2]
	Type: UE’s position;
Size:
[1, 2]
	UE’s position with 100% ground truth label
	{60%, 6m, 2m}
	Training:
19400;
Fine-tuning: 
1080;
	1080
	11.2M
	4.03G FLOPs
	2.23m


[image: CATT6case3c_resnet18]
[bookmark: _Ref115369346]Figure 6: CDF of horizontal accuracy when AI/ML model is fine-tuned by network synchronization error dataset
Observation 6: When AI/ML model is trained with perfect network synchronization and fine-tuned with a small dataset with network synchronization error, the horizontal positioning accuracy is improved from 12.6m to 2.23m compared with AI/ML model without fine-tuning.
Proposal 4: Further study the benefits and methods of AI/ML model fine-tuning for direct AI/ML positioning.
5.2. AI/ML assisted positioning
For AI/ML assisted positioning, AI/ML model is used to estimate timing and/or angle of measurement or LOS/NLOS. We provide some simulation results of AI/ML assisted positioning in this section. The AI/ML model is used to estimate ToA, and then the estimated ToA is used to calculate UE’s position using the traditional positioning calculation algorithms.
5.2.1. [bookmark: _Ref115451635]AI/ML model performance with perfect network synchronization
For the simulations in this section, perfect network synchronization is assumed. The AI/ML model for estimating ToA is a classical ResNet model. The input of this AI/ML model is CIR, and the size of CIR is [18, 256, 2]. The output of this AI/ML model is 18 ToAs from 18 TRPs to target UE, respectively, i.e. the size of output is [1,18]. This AI/ML model inference may be performed at UE side or LMF side. When inference is performed at UE side, the UE may utilize the DL-PRS CIR and an AI/ML model to estimate ToA. When this model is deployed at LMF side, the UE needs to transfer the DL-PRS CIR to LMF for ToA estimating based on AI/ML model.
The details of dataset, AI/ML model and evaluation results are given in Table 7. The intermediate result of ToA estimating and the eventual result of UE’s position based on the estimated ToA are provided in Figure 7. For perfect network synchronization, the intermediate result of ToA estimating is 1.98ns@90% and the eventual result is 0.77m@90% of CDF percentile of horizontal accuracy.
[bookmark: _Ref115370434]Table 7: Evaluation results for AI/ML model deployed on UE/LMF-side, without model generalization, resnet18
	Model input
	Model output
	Label
	Clutter param
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	
	Training
	test
	Model complexity
	Computational complexity
	AI/ML

	Type: CIR;
Size:
[18, 256, 2]
	Type: ToA;
Size:
[1, 18]
	ToA with 100% ground truth label
	{60%, 6m, 2m}
	20000
	1600
	12.7M
	4.42G FLOPs
	0.77m


[image: cid:image002.png@01D8D443.2693D6F0][image: C:\Users\qinshuo.CICTM\Desktop\6drop_pos_error_02.PNG]
(a) Intermediate result of ToA estimating            (b) Eventual result of UE’s position
[bookmark: _Ref115370763]Figure 7: The intermediate result and the eventual result of AI/ML assisted positioning with perfect network synchronization
Observation 7: For AI/ML assisted positioning with perfect network synchronization, the intermediate result of ToA estimating is 1.98ns@90% and the eventual result is 0.77m@90% of CDF percentile of horizontal accuracy.
5.2.2. [bookmark: _Ref115452687]AI/ML model performance with network synchronization error
In this section, we evaluate a simulation with network synchronization error assumption. The network synchronization error with a truncated Gaussian distribution of 50 ns is assumed, and the network synchronization error is defined as a TRP-specific error.
The AI/ML model for estimating UE’s position is a classical ResNet model. The details of dataset, AI/ML model and evaluation results are given in Table 8. For network synchronization with a truncated Gaussian distribution of 50 ns, the intermediate result of ToA estimating and the eventual result of UE’s position based on the estimated ToA are provided in Figure 8. The intermediate result of ToA estimating is 1.74ns@90% and the eventual result is 0.7m@90% of CDF percentile of horizontal accuracy. Compared to the simulation result in Figure 7, the positioning accuracy of AI/ML assisted positioning with network synchronization error is similar to the positioning accuracy of AI/ML assisted positioning with perfect network synchronization. Based on our simulation results, the positioning accuracy of AI/ML model with network synchronization error is not deteriorated, which means the AI/ML model can overcome the influence of network synchronization error on the test data set through learning the internal relationship between the training data set with network synchronization error and the corresponding labels.
[bookmark: _Ref115371362]Table 8: Evaluation results for AI/ML model deployed on UE/LMF-side, without model generalization, resnet18
	Model input
	Model output
	Label
	Clutter param
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	
	Training
	test
	Model complexity
	Computational complexity
	AI/ML

	Type: CIR;
Size:
[18, 256, 2]
	Type: ToA;
Size:
[1, 2]
	ToA with 100% ground truth label
	{60%, 6m, 2m}
	20000
	1600
	12.7M
	4.42G FLOPs
	0.7m


[image: cid:image001.png@01D8D442.ACA00D50][image: C:\Users\qinshuo.CICTM\Desktop\6drop_pos_noerror.PNG]
(a) Intermediate result of ToA estimating            (b) Eventual result of UE’s position
[bookmark: _Ref115371722]Figure 8: The intermediate result and the eventual result of AI/ML assisted positioning with 50ns synchronization error
Observation 8: For AI/ML assisted positioning with network synchronization error, the intermediate result of ToA estimating is 1.74ns@90% and the eventual result is 0.7m@90% of CDF percentile of horizontal accuracy.
Proposal 5: In IIoT scenario, for AI/ML assisted positioning, AI/ML model has ability to overcome the network synchronization error to improve positioning accuracy.
5.2.3. AI/ML model generalization performance
For AI/ML assisted positioning, to investigate the AI/ML model generalization capability, we further evaluate the AI/ML model generalization performance with different assumptions between training dataset and test dataset, e.g. different clutter parameters assumptions and different network synchronization assumptions.
5.2.3.1. Different clutter parameters
The AI/ML model in section 5.2.1 is trained with the assumption of clutter parameter {60%, 6m, 2m}, and this AI/ML model is used to test the dataset with the assumption of clutter parameter {40%, 2m, 2m}. The details of dataset, AI/ML model and evaluation results are given in Table 9. For testing an AI/ML model on other clutter parameters, the intermediate result of ToA estimating and the eventual result of UE’s position based on the estimated ToA are provided in Figure 9. The intermediate result of ToA estimating is 7.5ns@90% and the eventual result is 3.11m@90% of CDF percentile of horizontal accuracy. When the AI/ML model is tested on other clutter parameters, the positioning accuracy is degraded compared to the AI/ML model is trained and tested with same clutter parameter assumptions. In order to improve the AI/ML model generalization capability, AI/ML model fine-tuning can be further studied and evaluated.
[bookmark: _Ref115451809]Table 9: Evaluation results for AI/ML model deployed on UE/LMF-side, with model generalization, resnet18
	Model input
	Model output
	Label
	Clutter param
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	
	Training
	test
	Model complexity
	Computational complexity
	AI/ML

	Type: CIR;
Size:
[18, 256, 2]
	Type: UE’s position;
Size:
[1, 2]
	UE’s position with 100% ground truth label
	Training:{60%, 6m, 2m}
Testing:{40%, 2m, 2m}
	20000
	1600
	12.7M
	4.42G FLOPs
	3.11m


[image: cid:image003.png@01D8D4E4.FE801AF0][image: cid:image006.png@01D8D4E4.FE801AF0]
(a) Intermediate result of ToA estimating            (b) Eventual result of UE’s position
[bookmark: _Ref115451994]Figure 9: CDF of horizontal accuracy when AI/ML model is tested on other clutter parameters
Observation 9: When AI/ML model is trained and tested with different clutter parameters assumptions, the intermediate result of ToA estimating and eventual result of horizontal positioning accuracy are degraded for AI/ML assisted positioning.
5.2.3.2. Different network synchronization assumptions between training dataset and test dataset
The AI/ML model in section 5.2.1is trained with the assumption of perfect network synchronization, and this AI/ML model is used to test the dataset with network synchronization error. The details of dataset, AI/ML model and evaluation results are given in Table 10. For testing an AI/ML model with network synchronization error, the intermediate result of ToA estimating and the eventual result of UE’s position based on the estimated ToA are provided in Figure 10. The intermediate result of ToA estimating is 28.1ns@90% and the eventual result is 12.8m@90% of CDF percentile of horizontal accuracy. When the AI/ML model is tested on the dataset with network synchronization error, the positioning accuracy is seriously degraded compared to the AI/ML model is trained and tested with perfect network synchronization. In order to improve the AI/ML model generalization capability, AI/ML model fine-tuning can be further studied and evaluated.
[bookmark: _Ref115452735]Table 10: Evaluation results for AI/ML model deployed on UE/LMF-side, with model generalization [Training dataset with perfect network synchronization and testing dataset with network synchronization error], resnet18
	Model input
	Model output
	Label
	Clutter param
	Dataset size
	AI/ML complexity
	Horizontal positioning accuracy at CDF=90% (meters)

	
	
	
	
	Training
	test
	Model complexity
	Computational complexity
	AI/ML

	Type: CIR;
Size:
[18, 256, 2]
	Type: UE’s position;
Size:
[1, 2]
	UE’s position with 100% ground truth label
	{60%, 6m, 2m}
	20000
	1600
	12.7M
	4.42G FLOPs
	12.8m


[image: cid:image005.png@01D8D4E4.FE801AF0][image: cid:image004.png@01D8D4E4.FE801AF0]
(a) Intermediate result of ToA estimating            (b) Eventual result of UE’s position
[bookmark: _Ref115452898]Figure 10: CDF of horizontal accuracy when AI/ML model is tested on different network synchronization assumption
Observation 10: When AI/ML model is trained and tested with different network synchronization assumptions, e.g. training dataset with perfect network synchronization and testing dataset with network synchronization error, the intermediate result of ToA estimating and eventual result of horizontal positioning accuracy are seriously degraded for AI/ML assisted positioning.
6. Conclusions
In this contribution, we provide our views on AI/ML for positioning. The observations and proposals are summarized as follows:
Observation 1: For directly estimating UE’s positioning with perfect network synchronization, the horizontal accuracy is 0.98m@90%.
Observation 2: If network synchronization error with a truncated Gaussian distribution of 50 ns is assumed, the horizontal accuracy of direct AI/ML positioning is 0.84m@90%.
Observation 3: When AI/ML model is trained and tested with different clutter parameters assumptions, the horizontal positioning accuracy is degraded.
Observation 4: When AI/ML model is trained and tested with different network synchronization assumptions, e.g. training dataset with perfect network synchronization and testing dataset with network synchronization error, the horizontal positioning accuracy is seriously degraded.
Observation 5: When AI/ML model is trained with the dataset of clutter parameter {60%, 6m, 2m} and fine-tuned with a small dataset with dataset of clutter parameter {40%, 2m, 2m}, the horizontal positioning accuracy is improved from 2.64m to 1.23m compared with AI/ML model without fine-tuning.
Observation 6: When AI/ML model is trained with perfect network synchronization and fine-tuned with a small dataset with network synchronization error, the horizontal positioning accuracy is improved from 12.6m to 2.23m compared with AI/ML model without fine-tuning.
Observation 7: For AI/ML assisted positioning with perfect network synchronization, the intermediate result of ToA estimating is 1.98ns@90% and the eventual result is 0.77m@90% of CDF percentile of horizontal accuracy.
Observation 8: For AI/ML assisted positioning with network synchronization error, the intermediate result of ToA estimating is 1.74ns@90% and the eventual result is 0.7m@90% of CDF percentile of horizontal accuracy.
Observation 9: When AI/ML model is trained and tested with different clutter parameters assumptions, the intermediate result of ToA estimating and eventual result of horizontal positioning accuracy are degraded for AI/ML assisted positioning.
Observation 10: When AI/ML model is trained and tested with different network synchronization assumptions, e.g. training dataset with perfect network synchronization and testing dataset with network synchronization error, the intermediate result of ToA estimating and eventual result of horizontal positioning accuracy are seriously degraded for AI/ML assisted positioning.
Proposal 1: For AI/ML-based positioning, the evaluation methodology is as follows:
· For directly estimating UE’s position based on AI/ML model, consider evaluating the positioning accuracy as eventual evaluation.
· For estimating timing and/or angle of measurement based on AI/ML model, consider evaluating the result of ToA/AoA/AoD estimation as intermediate evaluation, and evaluating the positioning accuracy as eventual evaluation.
· For identifying LOS/NLOS identification based on AI/ML model, consider evaluating the LOS/NLOS identification as intermediate evaluation, and evaluating the positioning accuracy as eventual evaluation.
Proposal 2: For AI/ML-based positioning, in addition to AI-specific KPIs, the following KPIs are considered:
· Eventual KPI: Positioning accuracy (e.g. 90% CDF percentiles of horizontal accuracy);
· [bookmark: _GoBack]Intermediate KPI: The accuracy of intermediate measurement results (e.g. error of ToA/AoA/AoD) if estimating timing and/or angle of measurement based on AI/ML model is applied;
· Intermediate KPI: The correct rate of LOS/NLOS identification if identifying LOS/NLOS identification based on AI/ML model is applied.
Proposal 3: In IIoT scenario, for direct AI/ML positioning, AI/ML model has ability to overcome the network synchronization error to improve positioning accuracy.
Proposal 4: Further study the benefits and methods of AI/ML model fine-tuning for direct AI/ML positioning.
Proposal 5: In IIoT scenario, for AI/ML assisted positioning, AI/ML model has ability to overcome the network synchronization error to improve positioning accuracy.
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8. [bookmark: _Ref110961941]Annex
Table 11: Simulation assumptions in our simulation
	Parameters
	Values

	Scenario
	1nF-DH

	Hall size
	120x60 m

	Total gNB TX power, dBm
	24 dBm

	gNB antenna configuration
	(M, N, P, Mg, Ng) = (4, 4, 2, 1, 1), 
dH=dV=0.5λ 

	Penetration loss
	0 dB

	Number of floors
	1

	UE horizontal drop procedure
	Uniformly distributed over the horizontal evaluation area for obtaining the CDF values for positioning accuracy, The evaluation area is selected from the whole hall area, and the CDF values for positioning accuracy is obtained from whole hall area.

	UE antenna height
	Baseline: 1.5 m

	Min gNB-UE distance(2D), m
	0 m

	gNB antenna height
	Baseline: 8 m

	Clutter parameters: {density [image: ][image: ], height [image: ][image: ],size [image: ][image: ]}
	High clutter density: 
· {60%, 6m, 2m}
· {40%, 2m, 2m}

	Carrier frequency, GHz 
	3.5 GHz

	Bandwidth, MHz
	100 MHz

	Subcarrier spacing, kHz
	30 kHz for 100 MHz 

	Distribution of UE location
	Uniform distribution

	Network synchronization
	(1) Perfect network synchronization
(2) Network synchronization with a truncated Gaussian distribution of 50 ns
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